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Executive Summary 

 

Risk communication manages how a potential hazard is represented to multiple 

audiences. This White Paper details the risk communication literature, its strategies, 

and the research evidence for what happens in a risk analysis when data is unavailable 

due to randomness or incompleteness. It examines these issues in the context of 

nanotechnology, as a case study of an emerging technology area that presents risk 

communication challenges. Inexpert audiences may not assess risk by using equations 

but rather by weighing a combination of scientific, social, and emotional factors. 

Understanding risk perceptions and communicating risks related to nanotechnology can 

pose special issues. For many people, especially people who are unaware, unfamiliar 

and/or uncomfortable with science, the topic of nanotechnology can be difficult to 

understand. In addition, for some people, nanotechnology evokes concerns related to 

the environment, health, safety, or other societal issues. Nanotechnology’s interface 

with biotechnology and other sciences and the complexity of nanoscience applications, 

present numerous challenges to risk communicators. 

Experts including scientists, engineers, communication specialists, and 

policymakers need a knowledge base about risk perception and a basic skill set about 

risk communication to better understand and enhance their ability to effectively 

communicate risk to the public and the media. Specifically, the public’s struggle with 

understanding science and new technologies does not necessarily emerge from a 

science knowledge deficit or a lack of technological literacy but rather emanates from 

existing personal belief predispositions and values systems that new technologies may 

challenge. The following are ten points to consider when communicating risk. 

First, trust must be built and sustained in all risk communication. Trust amplifies 

(enhances) or attenuates (dampens) perceptions of risk. It is difficult if not impossible to 

launch a risk communication campaign solely based on authoritative claims. Campaigns 

must be built on trust and “good reasons.” Specifically, the public will lose trust in 

experts and institutions when these groups are perceived to hold and promote vested 
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and narrow self-interests. The failure of “believe us because we are experts” campaigns 

may explain the increasing use of fear claims by risk communicators.  

Second, risk perception differences exist between experts and inexperts. This 

perceptual gap is compounded by communication challenges, especially when these 

two groups are discussing the same topic, but not speaking or understanding the same 

language. Additionally, people’s personal experiences and biases influence how they 

make sense of a world, especially when feeling powerless. Everyone uses heuristics 

(mental short cuts) as ways to explain how people make decisions and solve problems, 

especially when faced with incomplete or complex information. Although most people 

are neither irrational nor ignorant, these shortcuts can create biases that are not only 

powerful influences of perceptions and sensibilities but also resilient and irrepressible. 

Risk researchers have shown that these mental short cuts can attune people to 

automatically prefer some information over others due to previous exposures and strong 

emotional attachments. These short cuts can reinforce biases, which favor distressing 

information, confirm previously held beliefs, and discount unfamiliar data such as 

exposure and dosage data. Working with rather than discrediting these mental short 

cuts and biases will avail the risk communicator with an additional communication skill 

set. A communication strategy that builds on familiar sensibilities and validates rather 

than challenges beliefs and attitudes will be more effective. 

Third, communication often occurs through intermediaries such as the media. 

The media prime and frame issues. During a crisis both the legacy mainstream media 

and digital media will focus on most negative elements of the story. More control over 

the message will reduce undesirable framing or passing on biased information, such as 

calling genetically engineered food “Frankenfood”.  

Fourth, while traditional media (newspapers, radio) seem to both attenuate and 

amplify risk perceptions, digital media, including electronic technologies (blogs, 

podcasts, wikis, etc.) generally tend to amplify risk perceptions. Digital media are 

seldom subjected to editorial oversight and generally focus on the “spectacular,” even if 

the claim is objectively and scientifically indefensible. Mainstream media will highlight 
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the most sensational aspects of a story, exercising editorial judgment to include different 

sides to the story. However blogs running stories with headlines such as  “Nanotubes 

are like asbestos” are much less likely to have a balanced editorial slant with 

information and quotes from scientists as will appear in mainstream media news outlets.     

Because of accessibility, digital media may be replacing traditional media as a 

source of information for inexpert audiences. Understanding the function of digital media 

and the interrelationships among communication and other social factors is essential for 

understanding how people perceive and make judgments about risks. Rather than 

transferring messages designed for newspapers and television news and posting it on 

the web, communication must be designed for digital media outlets, such as Facebook 

and blogs. 

Fifth, while scientists may review risk in specific disciplinary and procedural 

ways, inexpert audiences use more narrative and "storied" approaches that include 

factors mediated by belief, experience, prejudice, authority, and social and ideological 

predispositions to understand risk. Non-governmental organizations have been more 

successful in creating and disseminating their messages because they use 

personalized and compelling narratives. When given heavily data-laden messages 

using probabilities and risk estimates, inexperts become dazed. Communicators need to 

use “stories” involving people and familiar situations and circumstances to reach 

inexpert audiences.  

Sixth, advocates of new technologies must become better equipped to influence 

which issues become public by being proactive in public agenda building and agenda 

setting and shape how the issues are debated in public discourse. The presence or 

absence of an issue on the public agenda (priming) and the way that issue is presented 

(framing) has significant influence on how people think about potential policy options 

and form attitudes about technology. Both the Greenpeace’s “Frankenfood” frame in 

Europe and the “Teach the Controversy” frame are good examples of carefully 

researched ways of using particular labels or phrases to present an issue that indirectly 

offer interpretive ways audiences should think and feel about the topic.  
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Seventh, the concept of risk inherently has a negative valence. Similarly, while 

fear can play a motivational role in public risk management, the proliferation of risk 

messages can produced risk fatigue (the public paying less attention to risk messages 

because of they are over-exposed and overwhelmed by risk messages). In this 

situation, people may tune out to all risk messages or focus on the “wrong” risk 

messages. For example, parents concerned that their child may be abducted worry 

more about strangers than acquaintances and immediate family members, though the 

latter are much more likely to commit such a crime. 

Eighth, personal experiences, religious belief systems, national identities, peer 

groups, occupations, individual characteristics, and self-identities are powerful and 

influential in how risk perceptions are formed, maintained, discredited, and changed. 

Within these contexts, science may challenge traditional definitions of what it means to 

be human. For example, advanced technologies may challenge people to question their 

beliefs and values. This can generate an inherent disconnect between scientific 

progress and personal values. Because personal values systems “filter” new 

information, various individuals and social groups may consequently develop different 

and personalized understandings of the same information. It is critical for 

communicators to develop and utilize a systematic understanding of these processes so 

they can develop and foster more effective dialogue with all groups.  

Ninth, some public engagements have targeted small, non-influential, 

inappropriate, and/or unrepresentative stakeholder groups. In these cases, individuals 

and groups targeted for public outreach, involvement, participation, and engagement 

activities may not be sufficiently representative to yield reliable inferential data. 

Purposeful and research-informed engagement strategies that interact with the public 

where the public already assembles, rather than in artificially built experimental settings 

such as consensus conferences, may be a more appropriate strategy for relevant and 

meaningful stakeholder group participation.  

Tenth, the field of risk communication is dynamic and research-based. 

Unfortunately, many risk communication campaigns are reactively instead of proactively 



 

 12

developed and “intuitive” rather than informed by social, behavioral, and communication 

sciences research methods and data. Communication is not simply talking eloquently. 

Communication involves a purposeful and developed skill set. For example, crisis 

communication specialists often manage communication disasters because unqualified 

people initially mis-communicate ineffective risk and crisis messages.  

Research in risk studies and communication is ongoing. Information and its 

impacts do not occur in a vacuum. New theories, designs, and data are being 

developed to better understand media and how they affect risk perceptions and 

communication. For example, fuzzy set theory (Smithson and Verkuilen, 2006), a 

modeling tool used for assessing categorical and dimensional concepts simultaneously 

such as in weather and disaster prediction, may provide insight in how to better 

communicate about the uncertainties raised by nanotechnology. 

How information is presented and framed will also influence the ways people 

cognitively and emotionally understand and use it. In order to determine how risk data 

can effectively be conveyed to different audiences, communication planning and 

strategies should be grounded in theory and research. Risk communicators should also 

work with communication professionals as often as possible to improve communication 

skill sets. 
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Section 1.     Introduction 
 

Definitions of risk vary by situational context and specific applications. The Italian 

word riscare means to circumnavigate cliffs; an action that can put an individual or a 

group at risk. The range of risks and risk perceptions can include systems risks, group 

risks, and individual risks with each having varying degrees of tolerance for uncertainty 

and vulnerability. 

When referring to risk assessment, people are establishing the probability of 

exposure and the dose or extent of the hazard a person or ecosystem must be exposed 

to for negative consequences to occur. Risk management entails actions by regulators 

and other managers who determine what can be done to reduce exposure by adopting 

precautions that both a specific industry and individuals can adopt. In some instances, 

the risk assessment may establish that the only solution is to avoid the work 

environment as currently conceived. For example, occupational safety professionals 

may calculate risk to workers by examining hazard against the probability that workers 

will be vulnerable to the actual or hypothetical implications of the hazard. Here, risk is 

code for acute and/or chronic exposure to hazard.  

Finally, those who decide how much risk is acceptable or reasonable are generally 

the people or entities who are responsible for exposing workers and consumers to risk 

rather than the workers and consumers themselves. Too often, the individuals exposed 

to these risks do not actively participate in deciding what level of risk (read this time as 

exposure) is safe and are willing to tolerate.  

For some people, they defer to experts and presume they know the needs and 

what is best for the public. In these situations, the public asks a technical community of 

experts to paternalistically act in the “best” interests of the public to resolve a complex 

risk event. This strategy presupposes that the decision-making process is voluntarily 

relinquished to the experts. When a technical expert community may have a conflict of 

interest that confounds its objectivity, other experts including those in risk assessment 

and communication communities may need to more actively participate.  
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Ethicists should also participate by determining if, how, and when the public 

should be informed, especially when consent is warranted. How much exposure the 

public is willing to choose is a complicated determination fraught with moral and ethical 

questions. For example, people’s personal choices may outweigh higher levels of risk 

exposure. When a contractor travels to war-ravaged regions despite the hazard in order 

to earn an exorbitant salary, he decides the compensation sufficiently outweighs the 

risks to his life, assuming, of course, he is competent to make that decision.  

Democracy depends on public participation. In a world where complex science 

and technology decisions are made, a policy commitment may need to be made to 

protect the public from unacceptable risks. Involving members of the public in deciding 

what level of risk is acceptable allows participation in decision making and guards 

against unnecessary paternalism. 

 Risk assessment and risk management also refer to potential hazard exposures 

not limited to the workplace. For example, a variety of exposures to hazards can occur 

as a product is manufactured, used, and disposed. In these instances, regulators and 

those managing exposures may offer advice or develop guidelines for distributors, 

consumers, and disposal professionals to handle or remove the potential hazard from 

the market. 

The area of risk communication addresses how potential hazard exposures are 

represented to general and/or targeted audiences. Generally, the field of risk 

communication includes: care communication, crisis communication, and consensus 

communication. Care communication is used when the goal is to reduce exposure to a 

potential hazard. Crisis communication is used when the goal is to remove susceptible 

populations from a hazard, often after or during exposure. Unfortunately, some crisis 

communication efforts have been associated with more questionable public relations 

practices intended to reduce the liability of an offender rather than protect the target 

population. Consensus communication is used when the goal is both public involvement 

and risk reduction. It involves a plethora of stakeholders in both the process of 
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determining hazard and probability as well as crafting approaches, when needed, to 

reduce exposures. 

 As a scholarly area of research, risk communication uses qualitative and 

quantitative research methods. Qualitative approaches emphasize theory and case-

based-learning to teach techniques for managing risk perception premised on 

hypotheses drawn from theoretical insight and the historical record. Quantitative 

approaches, informed by qualitative research, use experimental and empirical means to 

manage a risk communication process. This White Paper reflects research findings from 

qualitative and quantitative research data and draws from both schools but favors the 

latter. While recognizing that human activity is notoriously unpredictable and uncertain, 

we argue that risk communication can be 

approached in a scientific way based on sound 

social scientific research.  

 A risk algorithm, as presented in Figure 1, 

could be based on information derived from information about hazards to human and 

ecological well-being. To determine risk, information is collected about potential 

exposure and dosage levels to a hazard from multiple sources including regulators, 

industry, and the public.  

A probabilistic approach to risk assessment is illustrated in the Rasmussen 

Report, sometimes referred to as the WASH -1400 Reactor Safety Study (1975). It 

studied the public risk of nuclear power plant accidents. While the algorithm presented 

in Figure 1 is useful in illustrating a probabilistic risk assessment, this particular 

approach may not be adequate for assessing, especially communicating, the risks of 

nanotechnology because of the complexity of establishing hazard, exposure, and 

dosage estimates of nanotechnology given the high levels of uncertainty associated 

with environmental health and safety (EHS) data sets to date. For example, there are 

very limited if any data available because of policy and technical challenges associated 

with standardizing, characterizing, and measuring nanoparticles and nanoparticle 

exposure. Dosage, traditionally measured by mass, is confounded by the special 

 

Risk ← Hazard (Exposure x Dose) 

 
Figure 1. Dominant algorithm in risk. 
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characteristics of nanoparticles, such as increased surface area, bioavailability, and 

charge. In addition, life cycle exposure data from production through disposal remain 

unknown. There are some similarities to other contemporary hazards. For example, 

exposures can be potentially acute and/or chronic. Exposure(s) may also involve 

mortality and morbidity to humans, other life forms, and the ecosystem. In this White 

Paper, we offer a risk communication focused algorithm accounting for these variables. 

Qualitative and quantitative research approaches to the scholarship of risk, risk 

perception, and communication can be divided into two main camps: a psychometric 

approach (Fischoff, Slovic, Lichtenstein, Reads, & Combs, 1978); and a cultural 

approach (Douglas & Wildavsky, 1982). (A general reading list can be found in 

Appendix A). The cultural approach can be further divided to identify a traditional world 

views approach associated with Douglas and Wildavsky, an ideological view approach 

with Dake (1991), an elite approach with Rothman and Lichter (1987), and a cultural 

cognition approach of Kahan, Slovic, Braman, & Gastil (2006).  

When undertaken, research studies assessing risk perception and risk 

communication have not generally addressed nanoparticles and some of their 

unpredictable characteristics. This is slowly changing. A complete list of studies on 

public perception of nanotechnology can be found in Appendix B.  

Risk communication is a rich field of scholarship highly influenced by psychology. 

The following works of Sandman, Slovic, and Sjöberg illustrate the range of risk 

perception and communication research.  

Sandman approaches risk communication as a perceptual psychologist. He 

introduced a “Risk = Hazard + Outrage” formula substituting “Outrage” for “Probability” 

to explain the “probability neglect” bias whereby people ignore or assign either a 100% 

or 0% to the likelihood of future events (Sandman, 1993). Sandman also produced a list 

of the twelve components of outrage including factors such as whether a hazard is 

involuntary or exotic.1  

                                            
1 http://www.psandman.com/articles/holing.htm 
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Slovic approaches risk communication as a quantitative social psychologist. He 

and his colleagues have developed quantitative methods to describe risk perceptions 

and measured their influence on individuals, industry, and society. Slovic’s research2 

ranges from simple and complex risk, general perception, and trust. Slovic’s work is 

regarded in the field as a standard on public attitudes toward radioactive waste, 

integrated waste management, prescription drugs, cigarette smoking, automotive safety 

devices, blood transfusions, pesticides, biotechnology, terrorism, asteroid impacts, and 

nanotechnology. In addition, Slovic is a major contributor to the scholarship on extreme 

events, numbing, dread, stigma, fear and affect, social amplification of risk, and 

relationships between lay and expert estimations of risk.  

Sjöberg’s work is informed by social and personality psychology. He provides 

alternative theories to many traditionally held axioms in the field of risk communication. 

He uses quantitative research methods as well. Sjöberg is at the forefront of research 

related to trust, risk perception, and antagonism. His research has shown that 

antagonism and epistemic trust (such as trust in science and technology) were more 

important than social trust in accounting for perceived risk (Sjöberg and Herber, 2008). 

Additionally, he argues that epistemic trust should be distinguished from trust in experts 

because of the possibility that people may question science itself. According to 

Sjöberg3, risk communication therefore, should use a more nuanced understanding of 

trust. 

 

                                            
2 http://www.decisionresearch.org/pdf/jlist1997-now.pdf. 
3 http://www.dynam-it.com/lennart/. 
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Section 2.     Societal issues 

 

Basic and applied nanoscience and its interface with biotechnology and other 

sciences have challenged imaginations and for some evoked societal concerns. The 

term “societal implications of nanotechnology” includes an array of issues and is not 

limited to EHS issues. Non-EHS concerns include ethical, legal, and societal 

implications (ELSI) including privacy, legal issues, employment, economic development, 

access to education and job training, and infrastructure support and requirements, to 

name a few. For some publics, these concerns may be as important as, or outweigh, 

EHS issues. However, while ELSI issues involve important topics to many people, how 

these subjects are understood and addressed can be particularly difficult to quantify or 

measure. For example, discussing how nanotechnology affects privacy is highly 

problematic since limited data exists about the incremental effects of nanotechnology on 

privacy. In addition, efforts to design a calculus that enables comparative assessments 

of risks and benefits—given the general non-quantifiable nature of some values, like 

privacy—are evasive. Finally, a privacy concern to one group may be inconsequential or 

inevitable to another.  

Discussions about net benefits depend on the intended audience and become 

exceedingly problematic when weighing a benefit of one nanotechnology development 

that may result in a cost to another. This underscores the need to disaggregate “society” 

or “the public” when thinking about risk communication...there is no “universal” 

audience. 

EHS concerns are at the forefront of societal issues that have the potential to 

disrupt nanotechnology research and development (R & D) and applications. EHS 

communication about the potential toxicology of nanoparticles including inhalation, 

transdermal, and other translocation phenomena can be traced to a 2005 review article 

by Oberdörster, Oberdörster, and Oberdörster. Titled “Nanotoxicology: An Emerging 

Discipline Evolving from Studies of Ultrafine Particles,” they argue that nanoparticles 
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may require a toxicological methodology of their own because of their unique and 

unusual properties.  

Some experts claim there is a difference between naturally occurring, incidental—

often called ultrafine—particles or nanoparticles (NPs) produced by automobiles, 

incinerators, and fires, and engineered nanoparticles (ENPs). The differences between 

NPs and ENPs include: ENPs often have new and unique properties not observed in 

NPs. ENPs are mainly produced through controlled chemical reactions while NPs are 

often generated by the natural erosion and chemical degradation of paints, clays, etc. 

While people have evolved to live with many NPs, this may not be the case with ENPs. 

As Maynard (2008) noted, “just as the health risks from asbestos, vehicle emissions, 

and welding fumes differ, we will not be able to derive everything we need to know 

about ENPs just by looking at the incidental varieties.” 

Due to the impossibility of standardizing and evaluating every engineered 

nanomaterial, divergent viewpoints on how to proceed have developed. The 

precautionists want regulatory standards that limit entry of nanoparticles into the 

marketplace until safety, a topic with variable definitions, has been demonstrated. In 

contrast, the cautionists are developing a catalogue of characteristics of nanoparticles 

to allow regulators and researchers to assess, categorize, and rank-order profiles of 

nanoparticles. For example, some nanoparticles with high negative-risk profiles (very 

dangerous) could be treated differently than those with lower negative risk profiles.  

Despite the consensus of technical experts that a nano-sized version of a 

substance may be different from a micro-sized version of the same substance, some 

are calling for a regulatory process that allows some nanoparticles onto the market if 

their non-nano- or micro-versions have already passed toxicological testing. However, 

engineered nanoparticles are being developed because they impart new properties. As 

such, new toxicological data on a nano-sized form of a substance may result in a 

different hazard assessment altogether. For example, nano-size particles and not larger 

particles may be able to enter the central nervous system via the axons of sensory 

neurons in the upper respiratory tract.  
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The list of characteristics of nanoparticles that may affect biokinetic risk profiles 

includes:  

 chemical composition and contamination,  

 number of particles per unit mass,  

 median size and size distribution,  

 physical form or shape, 

 defect density,  

 surface properties (area, porosity, charge, surface modifications, weathering 

of coating, etc.),  

 agglomeration state,  

 solubility and miscibility, and  

 biopersistence.  

Overall, the consensus of technical experts is that the lack of toxicological data on 

engineered nanoparticles complicates informed risk assessment and makes developing 

regulations especially challenging. An associated concern of the regulatory and 

environmental health and safety community is that industry, in its rush to get products 

onto the market, may simply exceed the capacity of the toxicological community to test 

nanoparticles.  

The research needs assessment community has been behind the pace of product 

entry and continues to search for guidelines on what nanoparticles to study and how to 

study them best. While there are discussions among regulators about developing 

standards and guidelines, researchers are developing models that may assist 

stakeholders in tackling EHS issues of nanoparticles through application landscapes 

and exposure scenarios. 

Recently, the EHS debate over nanoparticles has extended to the utility of lifecycle 

analysis. A lifecycle encompasses all the processes and activities that occur from the 

initial extraction of the material (or its precursors) from the Earth to the point at which 

any of the material’s residuals are returned to the environment (Nano Risk Framework, 

2007). This includes the cycle from product development to its disposal as waste. 
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Unfortunately, there are currently no standardized methods to complete a lifecycle 

analysis of nanoparticles due to problems in measurement, characterization, and 

pharmacokinetics. Nonetheless, coordinated efforts are underway. 

Toxicologists often report their findings with appeals to uncertainty. Scientists can 

never predict risks with 100 percent accuracy. In many cases, identifying all potential 

risks may be impossible and scientists may simply be unaware of a potential risk 

(Smithson, 1989). Later discovery of a risk also can affect the public’s trust regarding 

scientific assurances (see section 5). While incremental research findings may be 

reasonable for those familiar with science and science discovery, to the public, these 

shifts in information may be viewed as incredulous.  

While the public, in general, may be accustomed to some uncertainty in their lives 

(i.e., weather, sports outcomes, political activity, etc.), they are generally more 

suspicious of scientific uncertainty, especially in areas of new science. For example, 

debates have been fueled over ozone layer mitigating chlorofluorocarbons and human-

based carbon-dioxide-production-instigated climate change because of the public’s 

observations of scientists disagreeing on the amount of risk the public will face. The 

uncertainty rather than the science becomes the focus in the media and the public 

(Friedman, Dunwoody, & Rogers, 1999).  

Toxicologists also have used metaphors to shape imagery when communicating 

about risk. For example, in a recent report, asbestos and mesothelioma were used as a 

reference in a research project involving carbon nanotubes and mesothelioma (Poland 

et al., 2008). How should general readers understand the science of carbon nanotubes 

and mesothelioma when repeated inferences and references to asbestos rather carbon 

nanotubes were made throughout the article abstract and the discussion of the 

experiment? In this instance, asbestos and not the science of the study functioned as 

an established image reference and a vehicle for rhetorical fanfare. 

The lesson to be learned: there are many voices that must be heard when 

communicating societal implications to the public. Science, and specifically toxicology, 
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represents only a small number of voices. As we will learn below, the seemingly 

objective language of science does not translate clearly to a public audience. 
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Section 3.     Sources and media 

 

Though some media theorists have argued that digital media will replace 

traditional media, media scholars such as Jenkins (2006) have argued that digital media 

will interact with and not replace traditional media in the immediate future. Already, a 

sizable minority of Americans get their news from both traditional media sources as well 

as the Internet with the proportion of Americans getting information from television 

decreasing while Internet sources continue to increase for nearly all demographics 

(Pew, 2008). Recently, data suggests television and Internet sources rank first and 

second far ahead of newspapers though much of what is found on the Internet is drawn 

from traditional media resources.  

In risk communication, there are primarily four sources of information (see below) 

that have to be filtered through the media in order to reach the public. Integral in this risk 

communication process is the way the communication is framed by the original source 

and then translated by the media. This section discusses how risk messages originate, 

how they are dispersed, and how the public interacts with traditional and digital media. 

This interaction, in turn, can influence how messages are originally formed. 

 

3.1.     Sources, amplification, and attenuation 

 

Risk-specific information on emerging technologies can be traced to four 

predominate sources:  

 Industry, marketing associations, and the insurance industry publish reports 

on investment and risk. These reports tend to be technical in nature and 

seldom address risk as perceived by the public.  

 Government reports have more regularly included discussions on a range of 

societal issues. In addition to technical risk assessment, these sources 

identify societal dynamics and ethical, social, and legal issues. These reports 

also address some public engagement efforts.  
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 Academic (non-industrial) scientists are a source of information on EHS and 

their material appears on-line, in professional technical journals, and 

occasionally in media reconstitutions of the findings, conclusions, and 

sometimes implications of their work. 

 Non-governmental organizations and civil advocacy groups, including the 

Canadian ETC (Erosion, Technology, and Concentration) Group and the 

Australian branch of the Friends of the Earth have published statements and 

recommendations. For example, in 2004, the Action Group on Erosion, 

Technology and Concentration (ETC group) was the first advocacy group 

calling for a moratorium on the manufacture of synthetic nanoparticles 

created in the absence of EHS impact analysis.4 More tempered voices have 

included the Environmental Defense Fund, the Natural Resources Defense 

Council, Consumers Union, and others. 

 

3.2.     Social amplification and attenuation 

 

The Social Amplification of Risk Framework (SARF) (Kasperson et al., 1988) 

describes how social and individual factors amplify or attenuate risk perceptions. 

Kasperson modified this model (Kasperson et al., 2001) to accommodate stigmatization 

processes (see Figure 2). Helping to understand the “non-rational” ways people assess 

risk, SARF extends understanding of the effects of heuristics (mental short-cuts) and 

biases by explaining how heuristics and biases influence human perception (see section 

4). In particular, an important contribution of the theory is the incorporation of 

“secondary effects” such as stigmatization of technologies, economic losses, or 

regulatory impacts (e.g., new airline security measures following September 11) to 

understanding risk perceptions.  

                                            
4http://64.233.169.104/search?q=cache:jZI1xpXgG8MJ:www.etcgroup.org/upload/publication/116/01/gt_tr
oubledwater_april1.pdf+2003,+the+ETC+group&hl=en&ct=clnk&cd=1&gl=us 
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Figure 2. The Social Amplification of Risk Framework. 
 
According to the SARF, psychological, social, and institutional factors influence the 

public’s risk perceptions and behavior through a network of socially mediated 

communication channels. These communication channels can be formal, such as the 

media, public relations campaigns, religious teachings, and community meetings, or 

informal, such as word-of-mouth interaction within social networks. While many 

variables can amplify and attenuate risk messages, researchers have focused on 

media, as the media have traditionally had a strong influence on risk perceptions 

(Pidgeon, Kasperson, & Slovic, 2003; Flynn, Slovic, & Kunreuther, 2001; Kasperson et 

al., 1988). However, in local risk debates, less formal sources like citizens’ or activist 

groups can act as amplification or attenuation stations (Masuda & Garvin, 2006).  

SARF details four main mechanisms of risk message amplification: signal value, 

stigmatization, heuristics and values, and social group relationship. Signal value refers 

to the idea that some events have an associated warning alarm for society. An event 

provides new information about the probability that a similar event will occur. It is 

considered high in signal value if it changes the perceived probability of future 

occurrences by the public. 

Stigmatization is the increase in the negative perceptions of an event (which could 

be an activity, person, place, or technology) that results in avoidance. Heuristics and 
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values comprise the everyday values people hold that shape their responses to and 

decision-making behaviors regarding risk. In order to amplify a risk message, 

communicators use content that triggers attention and reaction. This information must 

be audience-specific (i.e., unambiguously understood by its audience as definitive and 

easily interpretable). An example of social amplification was the “mad cow” disease 

scare in the United Kingdom (Leiss & Powell, 1997). An example of inappropriate 

attenuation includes radon gas, automobile accidents, and smoking (Breakwell, 2000). 

Once these messages are sent, the social processes of amplification and attenuation 

inhibit the control of the message by the sender.  

 

3.2.1.     Amplification and media: New technologies amplify risk 

 

Studies of traditional media (newspapers, magazines, and television) conclude 

that the general pattern for full articles is to provide reassurance and de-emphasize the 

severity of risks. Conversely, television coverage of environmental biotechnology 

focuses on extreme examples and unknown risks and is often superficial and 

incomplete. Mazur (1990) found that “extensive reporting of a controversial 

technological or environmental project not only arouses public attention but pushes it 

toward opposition” (p. 295). Renn (1991) also has argued that public attention or pure 

volume effect is only one of the numerous influences the media have on public 

perceptions of hazard. He also cites other effects used to influence public perceptions of 

hazards such as deleting and adding information, mixing effects (changing the order of 

information in messages), equalizing effects (changing the context), and “stereo effects” 

(multi-channel).  

Media and amplification studies also have shown that only a few national news 

organizations are influential in selecting which hazards receive the most attention; 

public action to alleviate a hazard rises and falls with the amount of media reporting. 

However, with changes in digital media, the conclusions drawn from traditional media 

research may not be as predictive in the future. 
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3.2.2.    Industry, government, non-industrial scientists, and non- 

               governmental organizations 

 

Amplification can also occur outside the media. The concept of contagion is one 

most people can understand and relate to in their personal lives. In this subject field, 

contagion refers to the phenomenon where a negative event is inappropriately 

overgeneralized to other similar ideas, institutions, or events. The recent financial 

struggle of some mortgage companies provides a good example of contagion. Because 

one or few companies failed to fulfill their financial obligations, the public perceived that 

the entire industry was in crisis and made decisions accordingly. 

As another example, spokespeople from the Pew Charitable Trust-supported 

Woodrow Wilson Center for International Scholars Project on Emerging 

Nanotechnologies (PEN) often use claims about contagion when addressing the public 

in person or in print about nanotechnology. David Rejeski of PEN has suggested that a 

contagion event will hurt the nanotech industry. He has argued that, “the U.S. regulatory 

policy for addressing nanomaterials so far has been ad hoc and incremental.” He has 

expressed concern that until large-scale benefits of nanotechnology materialize—

something that could take as long as a decade— “there will be little public tolerance of 

oversight failures or mishaps.” Should a mishap occur, he said, it “could rapidly chill 

investments and galvanize public opposition” (Morrissey, 2004). Additionally, when 

speaking about a sealant spray that had been misidentified as including nanoparticles 

he said, “This really raises a bunch of interesting questions, since the public has been 

told that nano will cure diseases, not cause them. I think this is an important event in the 

nano world” (Weiss 2006, p. A02). Yet, two years after this “mishap” there has been no 

evidence of a contagion event. In 2009, a newspaper report (Lyn, 2009) reporting 

findings (Song et al, 2009) alleged the deaths of two Chinese women were linked to 

workplace exposure to nanoparticles and once again there was no evidence of a 

contagion event. For that matter, there is little evidence, so far, that contagion crosses 
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product lines and/or industries. As such, a heterogeneous industry like nanotechnology 

seems less likely to experience a contagion event. 

The food industry appears concerned about a “contagion effect” of nanoparticles in 

food suffering a similar fate in public perception as genetically modified (GM) foods. 

This is a serious apprehension given the losses in market capitalization associated with 

the GM debacle. Shares in the top firms dropped 43 percent between January and 

October in 2002 (Ho & Ching, 2002). However, researchers are beginning to show that 

the public may be more willing to accept nanotechnology food than GM food because 

most nanoparticles in food are actually of natural origin (Siegrist, 2008).  

Though the media have the greatest influence on the amplification or attenuation 

of a hazard, industry, government and NGOs also influence media reporting. For 

example, as information sources on hazards, these types of aforementioned institutions 

may attempt to unduly influence the information and messages they provide to the 

media. Furthermore, the media may base decisions on what hazards to report based on 

recommendations from these institutions.  

Because policy makers often sense public opinion through personal observations 

gleaned from the media rather than public polling data, NGOs can be very successful in 

influencing policy (Bakir, 2006). For example, NGOs such as Greenpeace, World 

Wildlife Foundation (WWF) and Friends of the Earth often amplify rather than attenuate 

hazards by emphasizing commercial product risks to consumer and citizen audiences. 

These advocacy groups recognize more media coverage can be attained by focusing 

on consumer products (Illes, 2007). 

On the other hand, government and industry tend to attenuate risk perception 

more than NGOs. These institutions often attempt to trigger attention and provide 

information through public meetings. Because of the variety of public meeting contents, 

contexts, and attendance, these meetings do not uniformly amplify or attenuate risk 

perception or credibility ratings. Despite much recent criticism, it is important to note that 

research studies have shown public meetings generally enhance government or 

industry credibility (Wilsdon & Willis, 2004) and amplify unease (Cobb & Hamlett, 2008). 
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3.2.3.    Mediation 

 

The efficacy of message creation relies on the networks and the events by which 

these messages are formed. Potential network effects include an audience’s personal 

experience and relationships, prior knowledge and education, cumulative influence of 

previous media reports and popular representations. Time, place, event, and other 

factors such as authority and situation are also network factors. Because many risk 

profiles of nanotechnologies and other emergent sciences are relatively unknown, 

numerous media (traditional and new) are beginning to blur the lines between fact and 

fiction in their reporting and programming. Here, messages are not simply amplified but 

are actively created—a perplexing problem for traditional sender-receiver/encoding-

decoding models of information transmission.  

Further complicating network effects, some public affairs departments are 

including information within television dramas, docudramas, and science shows, 

creating a new trend in fictional “reality” programming. Various dramas, movies, 

celebrity endorsements, and television-based news shows have created public concern 

and in turn a call for political action. For example, public affairs specialists at The John 

Hopkins Media Institution have persuaded shows like Chicago Hope and ER to include 

pre-produced consumer health messages (Rodgers, 1999). Whether these efforts have 

been effective forms of public health education have yet to be answered.  

These entertainment strategies may be responsive to gender gap news interest 

preferences. Of those who follow science and technology news, 71 percent are men 

compared to 29 percent who are women. By contrast, of those who follow health news 

closely, 64 percent are women while 36 percent are men. Women also follow 

entertainment, celebrity, culture, travel, and community news more closely than men 

(Pew, 2008). Presenting science and technology information via entertainment popular 

with females for instance, may have a greater likelihood of reaching that population. 
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However, along with these entertainment strategies have arisen accusations of 

exaggeration and sensationalism (Weingart, Engels, & Pansegrau, 2000). For example, 

there is a fairly obscure 2004 Science Channel docudrama about Hendrik Schön of Bell 

Laboratories, who made extravagant and some unsupportable claims in 

nanoelectronics. In the docudrama, John Alexander, who has done some consulting 

with CINC US Special Operations Command, discusses omnivorous nanocomputers5 

(gray goo), a subject debunked by most nanoscientists. Of course, if the public 

discovers that a docudrama has been largely sensationalized after they have been 

made to feel alarmed, their feelings of being duped and betrayed may result in them 

rejecting risk messages because they no longer trust the source (see section 5 for more 

about trust). 

Constructing the illusion of real science within fictional shows can confuse the 

public from distinguishing between what is fictional and what actually occurs in real life. 

An example of this blurring has been named the CSI Effect. In this case, the increase of 

interest in forensic science has resulted in desensitized and misinformed juries who 

expect the latest in TV-inspired DNA evidence and forensics at every trial, a public 

expecting a 40-minute investigation turnaround, and, ironically, more and better-

educated criminals (Mertens, 2006). To date, there has not been a sufficiently important 

positive or negative fictional depiction of nanotechnology to generate testable levels of 

interest and attention, Prey and G.I Joe notwithstanding. 

 

3.2.4.   Opinion leaders: Amplifiers and attenuators 

 

Although traditional forms of civic engagement have been in decline for the past 

several decades (Putnam,1995; 2000), opinion leaders, a group of people who actively 

participate in their communities, have served as amplifiers and attenuators. Scheufele & 

Shah (2000) have demonstrated that strong and persuasive personalities are related to 

effectiveness of opinion leaders. Opinion leaders with these personality traits can 

                                            
5 http://www.youtube.com/watch?v=WiVFR2c1T40. 
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influence citizens’ reactions to social issues because they are well-situated, well-

prepared and better informed about current events, political matters, and other issues 

affecting their particular interests.  

The concept of opinion leaders was first introduced into communication 

scholarship by Lazarsfeld, Berelson, & Gaudet (1944). They defined opinion leaders as 

“people who are most concerned about the issue as well as most articulate about it” (p. 

49) and claimed they could be identified and studied by asking people whom they turn 

to for advice on any particular issue. They often have more exposure in media such as 

the radio, newspapers, and magazines and use the Internet to disseminate messages. 

Because opinion leaders are believed to have access to a great deal of potentially 

relevant information and people via voluntary associations, meetings, and other kinds of 

societal events, opinion leaders often operate as a nexus within specific human and 

material networks. 

While it is important to provide citizens with information in order to encourage 

informed civic engagement, it is equally important to identify and direct credible 

resources to opinion leaders. Opinion leaders are information seekers who strategically 

use communication for civic participation. What opinion leaders consider important will 

be discussed by others and what they disregard will have a lower probability of being on 

the public radar. In the case of nanoscience, opinion leaders must be taken into account 

and provided with appropriate information. If opinion leaders are provided with accurate 

information, there is a greater likelihood that the public will be well informed. 

 

3.3.     The role of traditional media: Priming, framing, agenda setting 

 

Recent research about the effects of mass media on lay audiences has been 

dominated by cognitive models of media effects including priming, framing, and agenda 

setting (e.g., Scheufele & Tewksbury, 2007; Scheufele, 2000). These models mark a 

sharp departure from traditional stimulus-response models that have historically shaped 

thinking about how communication about science influences audiences. Within this 
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context, no assumptions exist about simple linear effects of informational messages. 

Rather model communication is viewed as an interaction between audience values and 

predispositions, on one hand, and mediated messages, on the other hand. They are 

often referred to as “negotiation models” of mass communication (McQuail, 2005). 

 

3.3.1.     Setting the public agenda 

 

A fundamental function of mass communication is to set the public agenda. People 

generally do not maintain a running tally of all relevant political issues at a given 

moment. Rather, their thinking is dominated by a handful of salient issues. Why do 

certain issues become part of public discourse while others do not? The appearance of 

issues on the public agenda is usually a function of two related processes—agenda 

building and agenda setting.  

Agenda building broadly refers to the idea that finite news spaces also limit the 

number of issues included on the public agenda at any given time (Cobb & Elder, 1971). 

The factors that influence which issues are included on the agenda and which ones are 

not can be grouped into three broad categories: 

 Factors intrinsic to the media system. Shoemaker & Reese (1996) have 

reported that organizational structures, media ownership, news production 

norms, and ideological leanings of journalists influence how editors and 

journalists select issues (White, 1950).  

 Specific characteristics of news items. Qualities or “news values” that 

influence journalists to select or adopt news items into public discourse 

include cultural or regional proximity of an issue to a target audience, 

unexpectedness, timeliness, and potential for negative consequences 

(Galtung & Ruge, 1965). 

 Factors extrinsic to the media system. Efforts by political actors, interest 

groups, and other players in the policy arena can thrust specific issues onto 

the media and/or public agenda through press releases, paid 
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communications, personal connections with journalists, and more recently 

online media.  

Within the context of online media, the influence of blogs on traditional news 

coverage is noteworthy. Recent examples of blogs influencing public discourse have 

operated in a two-step flow model, where blogs either kept an issue on the public 

agenda by forcing mass media to continue to pay attention (e.g., Dan Rather’s coverage 

of what turned out to be forged documents related to Bush’s military service) or by 

introducing an issue onto the traditional media agenda that traditional media initially 

withheld (e.g., Matt Drudge’s initial post on Newsweek “withholding” the Monica 

Lewinsky story).  

Agenda setting and priming are outcomes of agenda building. Agenda setting 

refers to the amount or prominence of coverage devoted to an issue (which is a direct 

outcome of the agenda building processes discussed earlier) that will influence the 

importance attributed to this issue by audiences (Scheufele, Shanahan, & Kim, 2002).  

 

 

Salience is particularly important since it affects how easily accessible an issue is 

encoded into memory and, when needed, how easily the information can be retrieved to 

form opinions and judgments. Social psychologists often refer to the idea of memory-

based models of information processing to explain salience (Hastie & Park, 1986). 

These models assume that attitudes are not stable but rather influenced by the 

Agenda building: Processes or efforts that determine which issues are covered by       

                               mass media. 

Agenda setting:   The link between the prominence with which an issue is covered  

in mass media and the importance attributed to the issue by              

the public. 

Priming:  A small set of the most salient issues in voters’ minds often 

shapes their views on policy options 
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considerations or issues that are most salient when citizens are asked to express an 

attitude (Zaller & Feldman, 1992). As a result, issues that are saliently portrayed by 

mass media are more likely to also be perceived by audiences as the most important. 

Salient issues will—in turn—influence judgments about policy options and candidates 

(Iyengar & Kinder, 1987). For example, during George H. W. Bush’s re-election bid in 

1992, when the mass media shifted their attention from the first Gulf War to a potential 

recession in the U.S., this shift effectively changed the standards that voters used to 

judge Bush and Clinton toward the end of the race. 

“What” is being covered and “how” it is being covered is important in 

communication efforts. Agenda-building, agenda-setting, and priming are all based on 

the premise that the mere presence or absence of an issue on the public agenda can 

have significant impact on how people think about potential policy options or form other 

attitudes, regardless of the tone or slant of the message itself. However, the focus on 

what is being covered must be understood in terms of how issues are being framed and 

how framing and (re)framing can shape public perceptions. 

 

3.3.2.     Framing 

 

 

 

 

 

 

Salience is often created through discursive “framing.” Framing is when the same 

piece of information can be presented in different ways that can alter how audiences 

perceive and think about topics or issues (Scheufele, 1999). The mechanisms behind 

framing are based on Goffman’s (1974) work and Daniel Kahneman’s Nobel Prize 

winning research on framing and how individuals process new information (Kahneman, 

2003). Kahneman’s work showed how “framing” or presenting a given piece of 

Framing: The idea that the same piece of information can be presented in 
        different  ways  using  different  terminology  or visuals, and that      

      these  different   presentations  can produce  very  different               
      interpretations of the same information. 
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information will influence which interpretive frameworks audiences use when making 

sense of this information. 

Framing, Kahneman showed, works best for “ambiguous” stimuli, (i.e., information 

that is not clear-cut and can be interpreted in different ways). For many citizens, science 

is such an ambiguous stimulus. Stem cell research, for instance, can be thought about 

as a moral issue, as a medical breakthrough, in relation to a specific celebrity, or as an 

issue with economic implications. Therefore, by framing a news story about stem cell 

research in the U.S. in moral rather than economic terms, for instance, mass media can 

indirectly influence people’s interpretation of the issue. 

Framing effects can be understood at social and individual levels. At the social 

level, framing is an important tool that is often used for processing information. For 

example, analogies and comparisons are used in order to explain issues to others and 

show their connections with what they already know. Similarly, journalists use frames to 

make relatively abstract political or scientific issues accessible to audiences. 

Additionally, framing is an integral part of news coverage. Journalists are often expected 

to reduce a complex issue to meet space restrictions such as an 800-word article or a 

30-second segment on a local newscast.  

Special interest groups, political actors, and other stakeholders in the policy arena 

frame issues in ways that will lead to more positive evaluations of their perspectives by 

voters, journalists, or editors. The terminology battles over the “death tax” versus the 

“estate tax” or the attempts by the Intelligent Design movement to reframe the issue of 

teaching evolution as an effort to “teach the controversy” are some recent examples. 

Greenpeace’s campaign around the “Frankenfood” label (Nisbet & Scheufele, 2007) 

was a successful effort that established a frame early on in the issue cycle and 

dominated public discourse as a result. For nanotechnology, similar analogies and 

frames emerge. Is nano, for example, the next plastic or the next asbestos?  

Here, an individual-level understanding of framing effects is critical. Why does a 

simple change in wording or labeling change the way we think about an issue? In order 

to make sense of the huge amounts of new information we must process on a constant 
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basis, we quickly categorize that information using long-term schemas and value 

systems. Effective frames therefore use terminology or visuals that resonate with a 

particular schema and make it more likely that we interpret new information consistent 

with this schema (Scheufele, 2006). 

 Understanding the power of framing is critical for at least three reasons. First, all 

forms of communication are framed in one way or another. There is no frame-free 

communication. This includes news articles and most of our daily conversations. Paying 

attention to how messages are presented is necessary. Second, thinking carefully about 

our terminological choices is especially important for science-related issues. As the 

“Frankenfood” example shows, once frames are established in public discourse, they 

are difficult to change. Strategically countering misleading labels or frames early on in 

the issue cycle is imperative for any successful communication effort. Finally, the power 

of framing—in part—lies in the unconscious nature of its effects. In most cases, 

audiences find it difficult to distinguish the content of the message from the frame. While 

they may be able to selectively attend to certain messages, they will find it much more 

difficult to detect underlying frames. 

 

3.3.3.   Different effects on different publics: The role of perceptual filters  

  and values 

 

Frames do not operate in a vacuum. For example, attitudes toward stem cell 

research show how frames interact with personal values where carefully researched 

“framing campaigns” on both sides of the issue have used people’s religious beliefs and 

values. Recent studies (e.g., Ho, Brossard, & Scheufele, 2008) showed that ways 

scientific information reaches audiences and influences their attitudes differs depending 

on people’s value systems or beliefs. In other words, frames may have very different 

effects for different audiences. Ho and her colleagues (Ho et al., 2008) demonstrated 

that levels of religiosity can determine if citizens use all the information in their 

possession about science when judging issues like stem cell research. In other words, 
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religiosity served as a perceptual filter that determined which information people used 

and ignored—and held across issues, including nanotechnology (Scheufele & Brossard, 

2008) . 

The idea of perceptual filters suggests that different groups may understand and 

react differently to the same information. Effective communication therefore needs to 

abandon “one size fits all” approaches that are sometimes used in science 

communication. Instead, communicating information will need to take into account the 

informational needs or concerns and the value systems of different audiences (for more 

on this see section 4). 

This does not mean that an inherent disconnection between scientific progress 

and personal values among different publics exists. Rather, because audiences use 

their own values to “filter” new information (i.e., increased learning about a new 

technology), new information may produce different effects for different social groups. It 

is critical to develop a systematic understanding of these processes and to utilize this 

understanding to foster more effective dialogues with all groups. 

 

3.4.     Digital media: Participatory differences from traditional media 

 

Different from traditional media, digital media is centered on the convergence of 

electronically or digitally-driven, computer-based activities using the Internet or cable as 

the delivery platform. With digital media, the public not only consumes the media but 

now participates in all three acts consisting of consumption, production, and sharing. 

What astonishes most people committed to traditional structures of distribution and 

consumption is that when given the opportunity to produce and share, the public often 

enthusiastically takes up the offer (Shirky, 2008).  

Digital media is driven by the publics’ attraction to participate in all three acts—

consumption, production, and sharing—and is not a passing fad. Because media is key 

to communicating risk to the public, leaders must begin developing communication 
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strategies that capitalize on using digital media, especially since the public expects to 

do more than consume and desires opportunities for interaction now more than ever. 

 

3.4.1.     Digital media and amplification 

 

As types of media change, the way and degree to which media are capable of 

amplifying risk messages may also change. While Baby Boomers receive much of their 

news from traditional sources, a growing percentage of the American population relies 

on other news sources. Pew (2008) reports roughly 8 in 10 people say they watch, read, 

or listen to some kind of news. Additionally, the proportion of people who use a 

traditional news source on any given day has declined from 90 percent in 1990 to 74 

percent today. Though the Internet has a smaller reach for news dissemination than 

other traditional media, its population of news consumers is growing while most other 

traditional media are shrinking. Today, 29 percent of Americans get online news, up 

from 23 percent in 2006. Television use remains fairly unchanged and the most widely 

used source for news, with 57 percent of Americans tuning in (59 percent in 1998). By 

comparison, newspaper and radio use for accessing the news have both dropped 14 

percent from ten years ago, with newspaper news readership down to 34 percent and 

radio down to 35. In another study by Burns (2006), when asked which sources of news 

they expected to rely on in the future, 52 percent said they would “primarily” or “mostly” 

trust traditional news sources over emerging sources, and 35 percent said they expect 

to confer “equal trust” on both types of news outlets. Thirteen percent (13%) said they 

would expect to put more trust in emerging sources.  

Critics suggest information collaboratively created online cannot be as credible as 

reviewed printed sources. However, in terms of accuracy Nature has reported 

comparable accuracy of Wikipedia to The Encyclopedia Britannica for articles on 

scientific subjects (Giles, 2005). 

While the volume of voices of digital media bloggers may be high, voluminous, and 

exaggerated at times, the combined voices of Wikipedia, blogs (written and video), 
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online portals (a directory of articles, blogs, etc.) podcasts (audio and video), and 

YouTube are competing and affecting how news information is communicated to the 

public. 

Blogs clearly exemplify how journalistic practice has shifted. The list of nano blogs 

(Table 1) is just a sample of the new citizen journalist reporting that more and more 

people create and consume. In 2005, six percent of the entire U.S. population had 

created a blog and 16 percent regularly were reading blogs. Recently, Pew (2008) 

reported that nearly a quarter of Americans (23 percent) reported they regularly or 

sometimes read blogs about politics or current events. 

 

Table 1. Examples of nanoscience blogs. 

Blog Titles Author 

Blog~Nano: Nano Scale Materials and Nanotechnology 
http://nanoscale-materials-and-nanotechnolog.blogspot.com/ 

Rocky Rawstern 

Blog@NanoVic: Australian Perspectives on Nanotechnologies 
http://blog.nanovic.com.au/ 

Multiple contributors 

Environmental Defense Fund: Nanotechnology Notes 
http://environmentaldefenseblogs.org/nanotechnology/ 

Multiple contributors 
(Richard Denison) 

Nanodot: The Original Nanotechnology Weblog 
http://foresight.org/nanodot/ 

Jim Lewis 

Nanohype: Nanotechnology Implications and Interactions 
http://nanohype.blogspot.com/ 

David Berube 

Nanopublic 
http://nanopublic.blogspot.com/ 

Dietram Scheufele 

SAFENANO Community 
http://community.safenano.org/blogs/ 

Multiple contributors 
(Andrew Maynard) 

 

The Pew Internet and American Life Project conducted a number of telephone 

surveys of Internet use in the United States, before and after 9/11. Their findings 

suggest that half of Internet users experienced problems accessing the news sites they 

were trying to reach and general use fell during the days after the attack. Even so, many 

people turned to alternative news sites, international news sites, and government and 

NGO websites, such as those run by the Red Cross, for information (Anderson, 2003). 
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Television was reported as the primary news source and the Internet was reported as 

significant in its interactivity for people posting personal accounts, photographs, and 

video footage of the tragedy. Journalists reported participating in Internet chat rooms 

and online bulletin boards looking for eyewitness accounts (Langfield, 2002). Some 

speculate that the use of these sources for seeking information and fact finding during 

the 9/11 crisis will lead to their being used again in the future if crisis or risk situations 

are presented. Below are distribution portal lists (Table 2) and podcasts (Table 3) that 

could provide potential sources of information about nanoscience (and in some cases 

other science information) for people to use while fact-finding during a crisis or risk 

situation. 

 

Table 2. Examples of nanoscience distribution portals. 

Portal Titles and URLs 

AZo Nano 
http://www.azonano.com/ 

Center for Nanotechnology and Society 
http://www.cns.ucsb.edu/news-events/11/ 

International Council on Nanotechnology (ICON) 
http://icon.rice.edu/ 

Nanotechnology 
http://www.nanotechnology.com/ 

Nanotechnology Now 
http://www.nanotech-now.com/ 

Nanotechwire 
http://nanotechwire.com/ 

Nano Tsunami 
http://www.voyle.net/ 

NanoVIP 
http://www.nanovip.com/ 

Nanowerk 
http://www.nanowerk.com/ 

Nano World News 
http://www.nsti.org/news/ 

Project on Emerging Technologies 
http://www.wilsoncenter.org/nano/ 

SAFENANO Community 
http://www.safenano.org 
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Table 3. Examples of nanoscience podcasts. 

Podcast Titles and URLs 

ACS Nano 
http://pubs.acs.org/journals/ancac3/podcasts/index.html 

AZoNano 
http://www.azonano.com/nanotechnology-podcasts.asp 
*Only nanotechnology podcast available on iTunes 

Nanotechnology Podcast Blogs 
http://www.digitalpodcast.com/detail.php?id=2000 

NanoVic 
http://www.nanovic.com.au/?a=nanosociety.podcast&p=253 

The First Nanotechnology Podcast 
http://www.podcastalley.com/podcast_details.php?pod_id=3832 

Small Talk 
http://www.exploratorium.edu/ti/podcasts/smalltalk.php 

Trips to the Nanofrontier 
http://penmedia.org/podcast/nano/Podcast/podcast.html 

 

The Internet has created a revolution in information accessibility. In contrast to 

traditional media, information on the Internet is more than ephemeral events but rather 

layers of enduring information with thousands of sites for finite topics. According to 

Krimsy (2007) studies looking at the most helpful sources of risk information for the 

public found that the volume and scope of risk messages were reported more 

extensively on Google than in academic or traditional media portals. Whereas traditional 

media might begin by amplifying a message because messages are more easily 

recognized, digital media may provide a potentially powerful, though mostly untapped, 

opportunity to attenuate a message. Unfortunately, because information flows faster, 

covers more sources, and is more accessible on the Internet, it is harder, though not 

impossible, to determine whether a risk event will be amplified or attenuated.  

Some speculate that the Internet is becoming the central nervous system of a 

healthy democracy—the greatest avenue for free speech, civic engagement, and 

economic growth. Over the past three decades, the number of companies that control 

the media has shrunk from more than fifty to fewer than ten media giants and the 



 

 42

Internet is no different. Of the top twenty most popular Internet sites in the United 

States, Google Inc. and Microsoft Corporation each own three (rankings based on data 

from Alexa.com, Top Sites United States, 2007). Nonetheless, unlike traditional media 

outlets, the content of a large number of even these websites is created by their 

audiences. 

 

3.4.2.      Digital media and science 

 

Surveys of scientists indicate that one of their roles is to communicate research 

findings to political decision makers and to the broader public. They use the media to 

communicate more often than not. However, many researchers, including Jasanoff 

(1993), comment “…the public has a distorted view of risk because the media portray 

science in an inaccurate way, with exaggerated accounts of uncertainty and conflict” (p. 

123). Although the news media plays a dual role as both disseminator and evaluator of 

the quality and validity of scientific information to the public, they are not particularly 

successful at doing either task well. Instead, the media frequently report “gripping 

instances of misfortune, whether or not representative of the activities that give rise to 

them” (Sunstein, 2005, p. 125). These reports are presented “often without enough facts 

to alleviate the possible fears they cause” (Wahlberg & Sjöberg, 2000, p. 34). The 

complex motivation for amplification is in part propelled by economic self-interest and 

the drive for increased readership and viewership, especially given recent competition 

from digital media. 

 

3.4.3.     Future of digital media 

 

With the increasing sophistication and use of the Internet, public participation in 

the production, consumption, and sharing of media has grown tremendously. Some 

people want to be involved and express their opinions on topics they believe will affect 

their lives (for better or for worse). As compared to traditional public meetings that are 
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typically held during working hours for most people, the Internet (24/7) allows for 

convenient and interactive communication and for more people to weigh in on any given 

subject through message forums, wikis, blogs, and other sites for interactive 

communication. 

What does this mean for the discourse of science? It means a more involved and 

easily organized public that can respond to information from scientists and 

communicators. The power of digital media to spread the word to organize on even 

short notice should not be underestimated.  

The future of digital media is more an issue of application than as a new 

technology. As technology improves, more processes may be merged. For example, the 

word “telephone” is almost a misnomer when applied to this technology since mobile 

phones are not just telephones anymore but are more like miniature computers. In 

Japan, the cell phone, a keitai, translates to “something you can carry with you” and 

does not include the word phone Science experts will need to understand that when 

communicating about science and risk, they will be reaching a much broader audience 

almost instantaneously through these technologies, resulting in people discussing what 

they learn from the experts in nearly real time. 

 

3.5.      Information overload 

 

While benefits exist for easier information access, researchers have found 

information overload (also referred to as: information anxiety, infoglut, data smog, data 

clouds, analysis paralysis, information fatigue syndrome) caused by the Internet can 

impede judgment, increase stress and physical ill health, and decrease job satisfaction 

(Lewis, 1996). Information overload is caused by a sense that a person is losing control 

over his or her ability to comprehend the meaning of complex and/or large amounts of 

information. Information overload is found over a wide range of disciplines such as 

medicine, business, computing, information, and the social and behavioral sciences 

(Wurman, 1990).  
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Some organizations have been designing methods to decrease information 

overload using design tools for evaluating and rating the quality of websites (see 

Edmunds & Morris, 2000). These tools aim to guide site developers, filter content, and 

help consumers become discerning users of information. To address these issues, 

Xerox, IBM, Microsoft, and Intel among other technology leaders have formed the 

Information Overload Research Group, whose goal is to determine how to increase 

workplace productivity. Interruptions and time needed to return to a task cost the U.S. 

economy $650 billion per year (Xerox joins IORG…, 2008). 

 

3.6. Summary and conclusions 

 

 As a recent Pew study reports, digital media is steadily growing more pervasive 

(2008). While a majority of Americans receive their news from traditional media, these 

traditional media readers are decreasing in number. As new information is continuously 

made available to the public via the Internet news outlets, messages and ideas spread 

on the Internet in a viral fashion. The public then encounters these messages and ideas 

and in turn communicates and disseminates them through message boards, blogs, and 

instant messaging venues. Unlike traditional media, more members of the public take 

an active role in communicating information about empirical data and/or personal 

opinions. 

 The speed of digital media offers two possibilities for risk communication. On the 

one hand, dangerous or catastrophic events can be communicated rapidly to the public 

with the possibility of being exaggerated before the experts present their interpretation 

of the events or findings. On the other hand, risk communicators and experts can also 

use this same opportunity to quickly and effectively communicate to the public. To do 

this, risk communicators and experts will need to become better skilled with these 

technologies in order to preempt potential overreactions as the public is made aware of 

potential risks. 
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Because the majority of Americans currently receive at least a portion of their 

news through traditional media, risk communicators should utilize digital media as a 

complementary, not competitive, media strategy. Additionally, in all types of media, risk 

communicators will need to be thoughtful and deliberate in how they frame information 

when communicating messages. If messages are inaccurately decoded and 

disseminated by the public over the Internet, risk communicators should make proactive 

efforts to re-frame messages through various forms of traditional and digital media. 

Because many people no longer synchronize their news gathering to evening news 

casts, to reach the greatest number and varieties of the public as possible, risk 

communicators will also need to consider using more creative venues including 

docudramas, social networking sites, podcasts, blogs and Internet portals. Eventually, 

these non-traditional formats could become the norm for the public’s news consumption. 
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Section 4.     Risk perception 

 

Sources of risk information define the scope of the message that is transmitted to 

and accessed by the public. However, at times, the risk messages received from media 

and other sources do not singularly define individuals’ responses to hazards, but rather 

broader group or societal level risk perceptions. Source information must be filtered by 

the public for salience, re-organized for interpretation, and restructured to develop 

appropriate responses. This complex cognitive process people use as they receive risk 

messages and make meaning of them requires understanding risk perception. (At this 

point, the term “inexpert” will be used when discussing how the public makes sense of 

risk assessments in comparison to “experts” or those trained in science and technology. 

The use of “public” such as in “the public sphere” and “public” as citizen and sphere will 

be used when cited sources use the term.) 

 

4.1.     From risk assessment to risk perception 

 

Quantitative risk assessment and risk management are typically based on a 

collection of expert-derived experimental and epidemiological data concerning the 

probability of exposure and dosage levels to the hazard of concern. These strategies 

are based on assumptions that individuals will rationally respond to technical 

assessment data and develop logical management policies. However, not everyone 

responds to risk in rational ways. Why are there more people afraid to fly than drive, 

when data show automobile accidents harm and kill more people than plane crashes 

every year? Why do people continue to use tobacco products when experts have shown 

the relationship of these products to increased incidences of cancer? These examples 

illustrate the importance of understand the power of human perception. “[H]ard facts 

only go so far, then human judgment is needed to interpret the message and determine 

their relevance for the future” (Slovic, Fischoff, & Lichtenstein, 1980).  
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4.2.     Risk as a socio-psychological construct 

 

Renn (1992) suggests that when considering risk perception, definitions of risk 

must account for: 

 how the likelihood of a hazard is specified and measured, 

 how undesirable outcomes are identified, and 

 how individuals define their reality.  

Risk likelihood is often technically assessed as frequency of occurrence of an 

event averaged over time. Undesirable outcomes entail some evaluation of the level of 

harm to humans or ecosystems. If risk is defined as an objective reality, then 

assumptions are made that individuals can use quantitative and probabilistic data to 

make informed and rational decisions concerning personal and social reactions to a 

hazard.  

However, when considering public perception, risk is not conceptualized as a 

simple mathematical function of event likelihood and severity of harm. “[D]anger is real, 

risk is socially constructed” (Slovic, 1999, p. 689). Thus, risk is understood by various 

factors, many of them qualitative in nature. In fact, members of the general public may 

view (un)desirable events through a broader lens defined by individual and group 

constructed social norms. Because hazard likelihoods are informed and influenced by 

values, source persuasion, personal experience, and culturally-based judgments, the 

public may not always agree that the empirical evidence offered by experts (who may 

be using different sources of data) leads to valid conclusions about risk (Bradbury, 

1989).  

 Sjöberg (2001b) has stressed the importance of “risk as a construct…about 

realities.” Thus, technical risk data is a critical component in public decision-making to 

the degree this information is integrated into individuals’, groups,’ and society’s 

constructed perception. For example, “if you are run over by a car, it is likely to feel very 

real, even if constructs are used to talk about such events” (p. 120). For risk 
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communicators, being able to understand similarities and differences between the 

realities and perceptions of risk is needed for effective message construction. 

 

4.3.     The risk perception gap between experts and inexperts 

 

If risk perception is socially constructed, differential risk evaluations between 

experts and inexperts may exist. Researchers have shown that a divide exists between 

how most individuals assign importance to risks and the likelihood of the occurrence or 

severity of effects as determined by expert evaluators (Kraus, Malmfors, & Slovic, 1992; 

Slovic, 1987). Table 4 lists some hazard domains where researchers have shown 

perceptual gaps between experts and inexperts. Note that overall risk evaluation seems 

to be bi-directional, with experts not always perceiving higher risks than the general 

public. 

 
Table 4. Differences in expert and inexpert evaluations of risk from various hazards. 

Experts Perceive Lower Risk 

Chemical Products (Kraus et al., 1992; Slovic et al., 1995) 

Radioactive Waste Disposal (Flynn et al., 1993; Sjoberg & Drottz-Sjoberg, 1994) 

Nuclear Power (Slovic, 1987) 

Police Work (Slovic, 1987) 

Mountain Climbing (Slovic et al., 1980) 

Warfare (Savadori et al., 1998) 

Healthcare Efficiency (Savadori et al., 1998) 

Spray Cans (Slovic, 1987) 

Food Microbiology (Jensen et al., 2005) 

Nanotechnology (Siegrist et al., 2007) 

Expert/Inexpert Agreement 

Oil & Gas Production (Wright et al., 2000) 

Nuclear Technology (Purvis-Roberts et al., 2007) 

Radon (Sjoberg & Drotz-Sjoberg, 1994) 
Inexperts Perceive Lower Risk 

Electric Power (Slovic, 1987) 

Surgery (Slovic, 1987) 

X-rays (Slovic, 1987) 

Swimming (Slovic, 1987) 

Downhill Skiing (Savadori et al., 1998) 

Bicycles (Slovic, 1987) 
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Why is nuclear power viewed as more dangerous by inexperts? Why is the risk 

perception gap reversed for electric power? Why are many recreational activities 

(skiing, swimming, etc.) viewed as more risky by experts than by inexperts? One 

hypothesis is that experts and inexperts (the public) possess different epistemologies 

when understanding and evaluating hazards. It is typically assumed that expert 

scientific knowledge is objective, verifiable, derived methodologically, and peer-

reviewed. On the other hand, public knowledge is regarded as more linear, speculative, 

and socially embedded (Petts & Brooks, 2006). If experts and inexperts are using 

different languages for communicating risk, this creates additional communication 

challenges. Misunderstandings and miscommunications could occur when different 

stakeholders do not share similar values about research data and risk perceptions. 

Additionally, experts could become frustrated when the public’s reactions to regulatory 

measures do not align with what experts assess as appropriate risk reduction 

strategies. Reducing the perceptual gap and finding a common ground that allows for 

the intersection of the public and expert spheres is critical for effective communication 

efforts. 

  

4.3.1.  Defining the expert sphere 

 

Obtaining a common understanding whereby communication efforts can be 

mounted requires several definitions. Who are the experts? How valid and reliable are 

the data they rely upon for their risk assessment? Who are inexperts? How 

homogeneous are inexperts? Answering these questions is critical to understanding the 

risk perception gap. 

So, who is an expert? Does possessing large volumes of general knowledge 

necessarily qualify one as an expert? Does being a research chemist qualify one to be 

an expert in toxicology? It is important to realize that many of the studies listed in Table 

4 define experts very broadly (see Rowe & Wright, 2001 for a review of many of the 
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studies). Experts are people who have a large volume of experience and information 

within a specific contextual domain. Membership in these groups is reinforced by 

domain-specific socialization, conformity pressure, political ideology, credentialing, and 

institutional affiliation. Sjöberg (2006) suggests that many science and technology 

experts, if clearly defined within a specific context, rely more heavily on quantitative data 

to assess levels of risk. 

Experts are not, however, isolated from the public sphere and are not necessarily 

exempt from the power of qualitative perceptive factors in risk evaluation. Sjöberg 

(2006) urges caution when assuming a purely rational assessment of risk by experts 

since they are also subject to influences that can affect their judgment and add value-

related factors to their evaluation. Experts are parents and consumers too. As such, 

they are members of multiple public spheres and are also influenced by the contextual 

factors of those spheres.  

 

 4.3.2.     Defining the public sphere 

 

Defining the public sphere is difficult. Often misunderstood to be a homogenous 

group with negligible individual variability (in light of large sample sizes and quantitative 

averages), few messages are well-designed for a large, general public sphere, but more 

typically are aimed at targeted sub-populations. Sub-populations often possess different 

demographics and characteristics than a broader general public. Because of this, it is 

more appropriate to define the public sphere as a compilation of smaller sub-spheres. 

If the numbers are sufficiently high, the next assumption might be that regionally 

confined sub-populations could be representative of the population at large. However, 

with the high levels of mobility in the United States, individuals are self-organizing into 

communities that are increasingly like-minded. Called the “big sort effect,” Bishop has 

shown that these polarized units become exposed to smaller amounts of contradictory 

information (2008). As insular groups become more homogenous, their views become 

more extreme and this is amplified or attenuated through digital media. Geographically 
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oriented, these communities can also form online around specific forms of media and 

have similar demographic characteristics. For instance, the cable shows The Colbert 

Report and The Daily Show have less than a quarter of their audience over the age of 

50 (Pew, 2008).  

 

4.3.3.     The “Big Sort” effect 

 

It has become less relevant to regard the general public as an amorphous mass of 

averaged opinions. The American landscape is undergoing a “big sort,” with the general 

public forming communities of interest and opinions in regionally discrete areas. This 

effect is likely to be amplified as opinion nuclei become more extreme and attract more 

like-minded citizens (Bishop, 2008; Florida, 2008). Therefore, the discourse in risk 

communication needs to evolve from addressing the perception gap of the general 

public to addressing gaps of specific public nuclei and their opinion leaders (see chapter 

6 for information on public engagement). 

 

4.3.4.     Interactions between expert and inexpert perceptions 

 

The interaction between expert and public risk perceptions can lead to dynamics 

of contrasting views. With the technical experts using more empirical assessment data 

(but not without subjective influences), members of the public are more likely to use a 

type of meta-judgment when making decisions concerning risk (Sjöberg, 2006). In this 

regard, the public will balance multi-dimensional, qualitative factors with expert 

assessments that in turn are balanced by public perceptions about the validity and 

reliability of particular experts. 

If risk perception is built upon qualitative evaluations about risk, these factors must 

be identified and addressed. Numerous factors have been shown to be significant in 

public risk perception including, but not limited to (see Slovic, 1992 for a review):  

 the voluntary nature of exposure,  
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 the affective fear associated with the hazard,  

 trust in the managing institutions,  

 unnaturalness of the application, and  

 the novelty of the hazard.  

 

4.4.     Rationality in risk judgments and decision making 

 

The use of qualitative factors to make risk judgments implies inexperts will use 

spurious information and act irrationally or unpredictably in response to a given hazard. 

This offers little reassurance for those designing targeted communication messages. 

Early quantitative experiments seem to confirm this assumption. As Kahneman and 

Tversky (1973) observed, “[i]n making prediction and judgments under uncertainty, 

people do not appear to follow the calculus of chance and statistical theory of prediction. 

Instead, they rely on a limited number of heuristics, which sometimes yield reasonable 

judgments. Sometimes, they can lead to severe and systematic errors (biases)” (p. 48).  

Kahneman and Tversky’s research in human rationality in judgment and decision-

making yielded three important conclusions (Samuels & Stich, 2004): 

 People’s intuitive judgments on many reasoning and decision-making tasks 

do not fit the appropriate norms of rationality.  

 When deviating from appropriate norms of rationality, individuals tend to rely 

on mental short-cuts (heuristics). 

 The only cognitive tools available to inexperts are heuristics. 

Evolutionary psychologists (Samuels & Stich, 2004) have called into question 

some of the veracity of these claims (especially the final one). They argue that, 

depending on the context, individuals can make judgments approximating the norms of 

technical rationality. In addition, they argue that heuristics are not the only cognitive 

tools used in decision-making. However, in the case of science and technology, where 

information is limited or uncertain it is not unreasonable to think that the inexpert will 

revert to a reliance on some cognitive short cuts.  
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4.4.1. Heuristics and biases 

 

Heuristics are simple mental formulae that help individuals make decisions and 

form judgments (for a list of common heuristics see Table 5). They are functional 

methods for arriving at a solution that is a reasonable approximation of the best answer. 

In a world that is often overloaded with sensory stimuli, cognitive heuristics allow for 

efficient information processing without demanding absolute accuracy.  

 

Table 5. Common heuristics used in decision making. These are mental short-cuts that allow 
individuals to arrive at answers that are a reasonable approximation of the truth. 

Cognitive Heuristic Pertinent Citation Mechanism for the Decision-Making Heuristic 

Affect 
Finucane, Alhakami, 
Slovic, & Johnson, 
2000 

Rapidly induced, emotional reactions to certain risk 
information can override judgments based on logical 
inference. 

Anchoring/Adjustment Tversky & Kahneman, 
1974 

High value is placed on a single informational unit, and all 
further information is adjusted in reference to that anchor. 

Availability Tversky & Kahneman, 
1974 

Risk information or hazard events that are easily called to 
mind are viewed as more risky or more likely to occur than 
probable events. 

Familiarity Tversky & Kahneman, 
1974 

It is assumed that information that was true for past 
situations consistently holds true for novel, unfamiliar 
situations. 

Minimax Waller & Covello, 
1984 

Value is placed on decisions that reduce the maximum 
possible loss instead of most significant losses. 

Peak-end Kahneman, 1999 
Past events are defined and remembered by the extreme 
high and low points; mid-range events tended to be 
cognitively discarded.  

Representativeness Tversky & Kahneman, 
1974 

It is assumed that information collected from small, familiar 
samples is representative of the population at large. 

Simulation Kahneman & Tversky, 
1982 

Value is weighted on events that are more easily imagined 
visually in an individual’s mind. 

Social Proof Cialdini, 1993 
In situations where individuals do not know the proper 
social action, they will look to others to define appropriate 
behavior and values. 

Take-the-Best Gigerenzer & 
Golstein, 1996 

When making judgments based on multiple criteria, the 
criteria are tried in series and the first criterion that 
discriminates is highly valued. 
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Using these heuristics can lead to polarized tendencies in decision-making that 

manifest as “errors” (biases) inconsistent with logic rules or probability. The differences 

between heuristics and biases are subtle—they work in concert, with one reinforcing the 

other to determine judgments. Table 6 is a partial list of common biases that manifest 

themselves in decision-making under uncertainty. 

 

Table 6. Common biases in decision making. These are decision-making "errors" that commonly 
occur due to the use of a cognitive heuristic. 
Decision-
Making  
Bias 

How the Bias Manifests Itself Pertinent Citation(s) 

Alarmist 
“Worst case” risks are seen as more probable and more valid 
than less extreme or more probable hazard events 

Viscusi, 1997 

All-or-Nothing The only acceptable risk is seen as zero-risk Karetz, 1989 

Confirmation 
Once a belief is in place only information that “proves” current 
beliefs is assumed valid 

McGrew, 2003 

Contagion 
Contaminated objects may carry or transfer their negative 
essence to other objects with which they come in contact 

Scherer & Cho, 2003; 
Kaufman, 1994; 
Douglas, 1990 

Effort 
Information or events that require more effort to obtain or 
occur are attributed more value than those perceived as 
“easy” 

Kruger, Wirtz, Von 
Boven, & Altermatt, 
2004 

Hindsight 
The likelihood of the occurrence of a hazard event is judged 
higher when perceived in hindsight 

Fischoff, 1975 

Optimistic 
Individuals are likely to assume that they are less at risk than 
the general public for a particular hazard 

Price, Pentecost, & 
Voth, 2002 

Proportionality 
Proportions of groups are considered of more value than 
pure numbers of individuals exposed to a hazard 

Baron, 1997; 
Kahneman & 
Tversky, 1982 

Probability 
Neglect 

Individuals ignore probability in light of other evidence Sunstein, 2002 

Recognition 
Information that is recognizable is given more weight than 
information that is not recognized 

Goldstein & 
Gigerenzer, 2002 

Risk Aversion 
Individuals are hesitant to accept a bargain with uncertain 
payoffs rather than a bargain with certain, but possibly lower 
payoffs 

Yaari, 1987 

Scarcity High value is placed on objects that are more likely to be lost Cialdani, 1987 
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4.5.     Heuristics and nanotechnology risk perception 

 

Social and behavioral science research in nanotechnology is an emerging field 

with limited epidemiological and empirical data to support an understanding of the risks 

that nanotechnology enabled applications may have for human societies. This requires 

experts and inexperts to address how they will deal with uncertain and incomplete data. 

This uncertainty can also translate to disagreement between experts about the severity 

of potential risks. For inexperts, this disagreement may be skeptically viewed and may 

likely result in decision-making processes that rely more on heuristics than on other 

more rational means. Because of this, heuristics and biases that may be important 

when communicating about nanotechnology are addressed below. 

 

4.5.1. Affect heuristic 

 

One of the most important heuristics likely to influence nanotechnology risk 

perception is the affect heuristic (Kahan et al., 2008). Visceral and emotional reactions 

to new technologies often shape the judgment process and help define the breadth and 

limits of expert information. Affect also manifests itself in cognitive biases such as the 

alarmist bias (where the “worst-case” scenario is recalled more easily and seen as more 

probable). When information concerning nanotechnology is scarce, members of the 

general public may rely upon their affect heuristics to shape their judgments about risks 

and benefits. 

 

4.5.2.     Anchoring and adjustment heuristics 

 

The anchoring and adjustment heuristic refers to individuals’ use and reference to 

numbers as anchors (Kahneman and Tversky, 1973). For this heuristic, Kahneman and 

Tversky found that if individuals were anchored with a number at either high or low 
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extremes (say fatality estimates) and then asked their perception of actual statistics, 

they adjusted their estimate based on the initial extreme anchor number.  

For example, people were asked to estimate the actual age when Ghandi passed 

away after being asked either “Was Ghandi older or younger than nine when he died?” 

or “Was Ghandi older or younger than 140 when he died?” Those who were given the 

lower “anchor” number estimated a much younger age (50 years old) than those who 

heard the higher number first (67 years old).  

This anchoring heuristic’s effect persists even when study participants are told 

about the technical aspects of the anchor heuristic or that the anchor used was an 

extreme over- or under-estimate. Thus, appropriate anchoring of concepts will be critical 

in nanotechnology risk communication. Additionally, beyond numerical data, the initial 

perceptions that individuals ascertain will likely shape the future directions to which they 

adjust their levels of acceptance or rejection. For example, early nanotechnology 

product entrants into the consumer market judged positively could anchor perceptions 

and opinions, to a degree whereby subsequent negatively perceived entrants may be 

viewed less negatively (Berube, 2009). 

 

4.5.3.    Availability heuristic 

 

The availability heuristic is a mental short-cut where individuals base their 

judgment of a particular event based on how easily an example can be recalled. For 

example, if individuals are asked to make a list of words that end in “-ing” versus lists of 

words where the second to last letter is the letter “n”, they are more likely to come up 

with several words for the former while struggling with the latter. Yet, the tasks are 

similar. Words ending in “ing” are more cognitively available than words where the 

second to last letter is the letter “_n _“. Because of the availability heuristic, it may be 

important to communicate a science-supported referent rather than a fictional one such 

as self-assembled nanobots. Once the public envisions nanoscience as nanobots, it 

might be problematic for realistic depictions to compete with the imagined.  
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4.6. Biases and nanotechnology risk perception 

 

Various biases can potentially be manifested in the discourse about 

nanotechnology risk. The following is a list of how some biases may arise when making 

judgments or decisions concerning nanotechnology.  

 Alarmist bias: The worst-case scenario surrounding nanotechnology will be 

assumed to be the most valid. Drexler and the rest of the community have 

spent twenty years shaking free of his “grey goo” metaphor (1986).  

 Confirmation bias: Individuals whose established beliefs filter information that 

confirms or reinforces those beliefs. For example, nanobiotechnology-driven 

life prolongation efforts can be seen as “playing god” or “being unnatural” and 

might be particularly sensitive to this type of information filtering.  

 Contagion bias: Objects that are contaminated (including ecosystems and 

nanofabricated objects) may be seen as possessing all the negative 

properties of only a few potentially toxic nanoscale objects. Large negative 

toxicological studies might serve as icons for negative perceptions of all 

nanotechnology applications though the heterogeneous nature of the 

industry suggests otherwise. 

 Probability neglect: The tendency is for individuals to ignore probabilities and 

instead focus on all-or-nothing estimates of risk often based on anecdotal 

evidence. The current limited availability of data may contribute to the neglect 

of probabilities in risk estimates of nanoparticles. However, probability 

neglect among inexperts is pervasive, making them particularly vulnerable to 

overclaims. For example, if some nanoparticles from a topically applied lotion 

get into the bloodstream via a break in the skin, even though this mode of 

transmission and the level of exposure may be insufficient to produce 

negative health consequences or the particular nanomaterial may be benign 
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at almost any exposure level, inexperts may ignore probability and assume 

any exposure may be hazardous.  

 Recognition bias: Information that is recognizable is given more weight than 

information that is unfamiliar. Recognition bias is closely associated with the 

availability heuristic discussed above. In the case of nanotechnology, much 

of the data are not familiar or recognizable to inexperts. Rhetoric and images 

that connect nanotechnology application risks to other more familiar risks will 

likely carry greater perceptual influence. We see this in the association that 

some have made of some nanoparticles with asbestos in terms of inhalation-

related toxicologies. 

 Risk aversion: A behavior where individuals are hesitant to act upon 

information with uncertain payoffs in contrast to making decisions with 

smaller but certain payoffs. Nanotechnology acceptance may not be 

influenced by potential benefits, because individuals may rely more on 

classic technologies with less uncertainty. This bias may negatively impact 

chemical substitution and pollution remediation strategies whereby a known 

risk to health may be retained due to uncertainty values associated with the 

nanoscience-related alternative. 

 

4.7.     Challenges to nanotechnology risk communication 

 

Nanotechnology is often perceived as a singular field, but in fact, consists of 

numerous and diverse fields and applications utilizing the emergent properties of 

particles and materials structured at the nanoscale (see section 2). In addition to the 

variety of applications, nanotechnology has generated divergent views concerning the 

potential risks resulting from widespread use of nanotechnology. In turn, this has lead to 

expert disagreement and uncertainty. Importantly, the unique characteristics materials 

have at the nanoscale when compared to the same materials on the micro- or 
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macroscale will also create perceptual boundaries that are novel in the field of risk 

communication and will require a close consideration of risk as a social construct.  

 

4.7.1.     Public knowledge of nanotechnology 

 

Issues in communication are compounded by the fact that the general public has 

little knowledge about nanotechnology (Lee, Scheufele, & Lewenstein, 2005; Cobb & 

Macoubrie, 2004; European Commission, 2001). An interesting observation: public 

information and understanding is not increasing over time even when tracked against 

increasing coverage and outreach efforts. Studies from 2004 to the present have not 

demonstrated a significant increase in understanding about nanoscience, a subject that 

needs to be better understood.  

Despite this lack of information, individuals in the United States have been 

reported as perceiving that the benefits of nanotechnology will outweigh the risks even 

when asked about nanotechnology in the abstract rather than about specific 

applications (Cobb & Macoubrie, 2004).  

Future research and communication efforts should be directed towards specific 

nanotechnology applications while informing the public about the heterogeneity of the 

field. Current nanotechnology applications span from everyday consumer products to 

more complex medical technologies. It is likely that the directionality and magnitude of 

the perceptual gap will vary depending on the specific nanotechnology application. As 

such, a critical key to effective communication of the risk of heterogeneity of nanoscale 

sciences and nanotechnology applications may be message specificity, both in topic 

and target audience. The benefits of risk messages grounded in explicit applications 

versus nanotechnology as a whole has been demonstrated in reduced risk perceptions 

for biotechnology-based medical applications (for which more benefits are perceived) 

versus applications utilizing biotechnology for food-related purposes (Savadori et al., 

2004). 
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4.7.2.      Experts and nanotechnology 

 

Differences in risk perception between inexperts and experts exist for 

nanotechnology. In general, inexperts report significantly more concern for potential 

hazards associated with nanotechnology than experts. Nanotechnology experts assess 

risk based primarily on the confidence they have in the science they are familiar with 

and, more generally, government oversight. Some researchers have shown that 

inexperts seem to make their risk evaluations based on the trust they have for the 

communicating and managing institutions (see section 5.1), the perceived benefits of 

nanotechnology, and their attitude about technology in general (Siegrist, Keller, 

Kastenholz, Frey, & Wiek, 2007). 

 Narrowing the perceptual gap is not simply a function of giving inexperts more 

information (see section 7.1.1.) but will require better understanding how both experts 

and inexperts cognitively select and sort information. Thus, nanotechnology experts will 

need to be better stipulated and their specific domains of expertise better described. 

This strategy may alleviate some needless confusion that might occur when experts 

differ when analyzing similar data sets. The limited quantitative data and uncertainty 

surrounding epidemiological and toxicological data will further require experts and their 

expertise to be defined and circumscribed to enhance public trust and information 

accuracy.  

 

4.8. Summary and conclusions 

 

Applying risk perception research findings is critical in assessing and 

understanding how inexperts and experts alike react to risk messages. The perceptual 

gaps between the public sphere and the expert spheres often arise when risks are 

being assessed. The following lessons for risk communicators have emerged out of the 

study of risk perception: 
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 The public sphere assesses risks based on a variety of factors that can 

include quantitative technical risk assessment but often is weighted towards 

qualitative judgments based on cultural values. 

 Differential perceptions of risk leading to perceptual gaps between experts 

and inexperts must be taken into consideration when designing 

communication messages. 

 Defining the public and expert spheres is becoming increasing complex as 

the nation self-organizes or sorts into geographically and informationally 

concentrated areas. 

 Making decisions about risks based on perceptions that use mental 

heuristics can translate into biased judgments. These judgments may be 

considered “irrational” but are often consistent and predictable. 

The challenge risk communicators face is developing messages about 

nanotechnology that are science-supported, and that account for risk perception 

drawbacks while informing the public as to the heterogeneity of the field.  

It may be useful to map public responses to releases of nanotechnology-

associated products that receive favorable responses. For example, if useful medical 

applications appear earlier than other applications, these examples may serve as a 

positive “anchor” about a class of nanotechnology-related products. In turn, if a positive 

contagion effect occurs, these results may influence public responses about 

downstream products, albeit positive or negative information about nanotechnology 

(Berube, 2009).  

Trust is another factor that plays a major role in shaping the risk perception of the 

public in nanotechnology and emerging sciences. The role of trust cannot be 

overemphasized. 
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Section 5.     Trust, fear, and belief 

 

As discussed in section 3, the sources that members of the public use when 

receiving risk information are continually becoming more diverse. The public’s trust in 

larger institutions is declining, and is paralleled by declining trust in the traditional 

media. Even so, research on which sources are more highly trusted by the public 

consistently report that media are more highly trusted than the government. For 

example, BlogHer and Compass Partners, LLC researchers found that approximately 

half of the women interviewed (over 5,000) consider blogs a “highly reliable” or “very 

reliable” source of information about everything from products to presidential 

candidates. As BlogHer co-founder Elisa Camahort Page explained, “We are losing 

trust in the government, politicians, the media and many corporations. But as it turns 

out, we trust each other. The blogosphere is increasingly becoming the digital ‘kitchen 

table’” (New BlogHer, 2008). 

The public may trust these new forms of media more so than larger institutions 

due to the historical lack of transparency and immediacy from the larger institutions. In 

numerous events where the public was told a phenomenon was safe, people later 

reported feeling betrayed when updated science-based information was provided and it 

was revealed that information had been withheld. Leaders of institutions seem to trust 

scientific risk finding. Unfortunately, due to disagreements among researchers, 

purveyors of fear have used contradictions in scientific findings to forward their own 

agendas, resulting in the public losing epistemic trust (trust in accumulated systematic 

knowledge). The following sections discuss the interplay between trust and fear and 

how these factors largely determine whether or not the public accepts a risk message. 

 

5.1.     Trust-based arguments 

 

In risk management, trust is one of the most important factors for inexperts, 

especially when it is difficult for an individual to avoid the source of the risk. In this 
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situation, inexperts are left relying on government and industry leaders to consider 

public welfare as important when making decisions. Even so, the public cannot be 

simply told they are safe. Top-down communication is not effective, especially when the 

source of the message may not be trusted and when the subject is exotic, such as 

“invisible” nanoparticles. Only when trust has been established will inexperts begin to 

welcome messages from experts. Experts and risk communicators must recognize that 

cultivating and maintaining trust is an ongoing professional responsibility and not 

something that can be optimally initiated or “geared-up” at specific times, such as in a 

crisis. Importantly, scientists and government officials need to recognize that trust is 

earned, not assumed, and cannot be taken for granted. 

  

5.1.1. Proclivity to trust 

 

An increasingly skeptical public is losing its propensity to trust experts. According 

to a National Opinion Research Center survey, trust in experts is steadily declining. A 

comparison between views expressed in the 1970s (1972 - 1982) and 2004 showed 

declining confidence in banks and financial institutions (35%  28%), major companies 

(26%  17%), the press (24%  9%), organized religion (35%  24%) and education 

(36%  27%) (Tyler, 2006).  

Trust can also vary according to specific issues and general attitudes towards 

institutions. For example, in Europe, trust varies widely because of differences in 

national attitudes to government more so than to specific (bio) technology-related issues 

(Gaskell & Bauer, 2006). Additionally, Putnam (2000) refers to a “virtuous circle” of trust, 

or “social capital” that consists of group membership and informal social ties. He blames 

the decline of social capital on isolation resulting from technology, especially the 

television and Internet. However, Putnam’s claims have not been supported in 

subsequent research (Ulsaner, 2004; Norris, 1996, 2000, 2001; Newton, 1999).  

While the public might have less trust in institutions, trust in family and friends 

continues to exist. Additionally, personal relationships were found to be more trusted 
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than digital media. The Canadian research firm POLLARA (2008) reported that self-

described social media users put greater trust in friends and family online than in 

popular bloggers or strangers with 10,000 MySpace “friends.”  

At the same time, these results may demographically vary. For example, a study 

concerning GM food reported opposing trends among younger demographics. Younger 

groups indicated that they would be “willing to tolerate the availability of GM food if it 

were always clearly labeled, whereas middle and older groups would not” (Hunt & 

Frewer, 2001). Here, younger consumers reported greater trust and higher degrees of 

knowledge than middle and older age groups. This suggests the possibility of 

developing better trust relationships with individuals of younger demographics though 

data on this remains mixed and context specific. 

 

5.1.2. Types of trust 

 

Cultivating and maintaining trust is harder to accomplish than prescribe because 

trust is a densely layered variable composed of different factors working together such 

as believability and reliability.  

Slovic (1993) has claimed that trust is fragile and that once lost cannot be 

restored. Known as the asymmetry principal, negative events can anchor and 

undermine trust and can also overshadow good news. Slovic witnessed this asymmetry 

in his work about nuclear power. However, his critics have suggested that his 

observations about asymmetry may have been artificially inflated by his choice of 

subject and public perceptions about nuclear power. At the time of his study, nuclear 

power witnessed a unique series of events including Three Mile Island and Chernobyl 

that polarized and anchored public perceptions and attitudes on nuclear energy and 

nuclear safety. In contrast, in the case of overall government policies the asymmetry did 

not appear. In the case of nanotechnology, to date, there has not been a singular 

(substantive) event to function as an anchor. 
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Trust and regulation concerns can connote regulation itself. To this point, as 

perceived by inexpert populations, regulation by the government may suggest a large 

degree of risk and the government’s distrust of a particular technology. 

Trust has been measured as specific trust and general trust. Specific trust involves 

trust as a single case or phenomenon and agents responsible for solving the issue. 

General trust refers to a larger set of phenomena or a much bigger institution and adds 

little to the explanatory power of trust, while specific trust, Sjöberg (2001a) claims, is a 

more powerful construct than general trust for explaining risk perception because of its 

detail and explicitness.  

Social trust, the trust discussed most often in the literature, has been shown to be 

a relatively weak factor when compared with epistemic trust. Social trust partly explains 

epistemic trust and is a factor during less important issues when inexpert populations 

use peripheral processing. Epistemic trust involves people’s use of central processing 

as a factor in perceived risk. Central processing is the mental procedure an individual 

engages in when a message is highly relevant (salient), causing the person to become 

more involved. In this case, messages are analyzed more carefully and any arguments 

made are scrutinized to see if they make sense based on prior experience. In this way, 

central processing has much in common with the concept of salience described earlier. 

Peripheral processing is considered less salient and is affected by cues in the message 

such as the credibility of the speaker or the speaker's charisma and persuasiveness 

(Petty & Cacioppo, 1986).  

In fact, some failures of risk communication have been attributed to too much 

reliance on social trust, the trust people have in an institution based on their perception 

of the institution’s goals, motives, and actions in relationship to their personal values 

(Earle & Cvetkovich, 1995).  

It is important to recognize that trust in experts is a form of social trust.  

Researchers have shown that a weak relationship exists between social trust, risk 

perception, and the acceptance of hazardous technologies and facilities (Sjöberg & 

Herber, 2008; Sjöberg, 2008). For example, Sjöberg (1999, 2001a, 2004, 2008) has 
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shown that people who say that they trust experts and organizations may not accept the 

policy these experts or organizations recommend because they may not be convinced 

about the trustworthiness of the scientific knowledge being used. The history of 

technology research, where hazards have occurred after assurances of minimal risks to 

the public (i.e. Chernobyl and Bovine Spongiform Encephalopathy [BSE]), could 

account for people’s suspicions that the effects of technology are not yet understood 

even if they perceive the experts as honest and competent. This is because they feel 

experts' recommendations may be changed in the future when new scientific findings 

are reported.  

 

5.1.3. How the public determines trust 

 

The public relies on trust, especially when faced with making a decision and they 

lack information or a predisposed opinion regarding risk hazards (Jenkins-Smith & Silva, 

1998). However, there are many factors involved in how this trust is determined. Some 

trust models insist that empathy—perceived value similarity and heuristics—is a greater 

determinant of trust than carefully reasoned arguments or direct knowledge (Bakir, 

2006; Poortinga & Pidgeon, 2003, 2005, 2006; Earle & Cvetkovich, 1995). For these 

models, sources of risk information must appear to care about the public and be 

knowledgeable on a specific subject. In cases associated with food-related hazards, 

degree of knowledge and concern were identified as important determinants of trust 

(Rosati & Saba, 2004; Hunt & Frewer, 2001; Peters, Covello, & McCallum, 1997). 

These and other factors including care, concern, values, knowledge, competency, 

dedication, and commitment fall within one of Poortinga & Pidgeon’s two components of 

trust—general trustworthiness.  

Additionally, vested interest is important and involves the (lack of) integrity, 

cynicism or reporting bias (Hunt & Frewer, 2001; Frewer, Howard, Hedderly, & 

Shepherd, 1996). Sources perceived as protecting their own vested interests are much 

less likely to be trusted. In this way, the strong American value, the pursuit of self-
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interest, appears antagonistic to the enculturation of institutional trust-based 

relationships.  

 

5.1.4. Building trust 

 

Strategies for building trust have been developed and tested. In most cases, trust 

is built over time using ongoing actions and communications. Greenpeace, for example, 

commands high levels of public trust because of its openness, honesty, knowledge, 

expertise, and willingness to do unpopular things to retain its integrity, including 

admitting fault. If actors associated with Greenpeace make a factual mistake for 

example, they are generally quick to publicly admit the mistake and apologize (Bakir, 

2006).  

 Third-party endorsement, from another already established trustworthy source, is 

an effective way to build trust. For example, celebrity spokespeople can be valuable 

third-party endorsers. Since expertise is bound in domains of knowledge or experience, 

celebrities can be both expert and inexpert, depending on the event or phenomena. 

Such endorsements are particularly effective and helpful in cases where a negative 

stereotype has been associated with an institution and public trust needs to be regained 

(Covello, Peters, Woitecki, & Hyde, 2001).  

Defying a negative stereotype is critical to improving perceptions of trust and 

credibility in an organization. In the case of the Tylenol™ tampering case, Johnson and 

Johnson™ defied the corporate stereotype by responding aggressively to protect the 

public health and safety by removing all Tylenol™ products from the retail shelves. The 

company lost $100 million but gained trust that prevented further loss (Peters, Covello, 

& McCallum, 1997). 

By contrast, Shell™ had worked to defy the stereotype of the oil industry by 

marketing itself as an environmentally friendly organization. However, its lack of wider 

consultation and transparency during the disposal of the Brent Spar oil structure 

reactivated stigmas attached to oil companies and the company lost much of its long 
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established general trustworthiness (Löfstedt & Renn, 1997; Elkington & Trisoglio, 

1996). 

Similarly, in the last ten years the medical field has published research that urges 

full transparency and disclosure of medical errors (Kohn, Corrigan, & Donaldson, 2000). 

Medical doctors and researchers like Lucian Leape say patients need apologies before 

they can forgive and heal from their unexpected injury. Here, full transparency helped 

patients regain their trust (Schmidt, 2007). 

In order to establish general trustworthiness through transparency (care, 

dedication, expertise, etc.) small group settings such as information exchanges and 

public workshops have been effective venues for communicating these characteristics 

(Covello et al., 2001). Also, active candor with the public can help maintain and expand 

trust with added public respect. For instance, Proctor & Gamble was damaged by 

incidents of sickness from tampons but actually gained public trust with its public-

service advertisements warning about the dangers of Toxic Shock Syndrome (Bleeker, 

1980).  

Researchers have shown that positive policy information that sends a more direct 

message about the industry’s overall intentions and general outlook is more effective 

than highlighting positive events in promoting trust in relation to negative events (White 

& Eiser, 2005). Thus, continually citing instances of general good performance to the 

public, including retrospectively naming specific examples of good performance after a 

negative event, may not be the best way of building general trustworthiness. 

In light of epistemic trust’s strong influence on the public’s perception of risk, 

openly addressing scientific uncertainty should be a priority (see section 6). Classically, 

the precautionary principle stresses the importance of caution in cases of scientific 

uncertainty because perceptions of trust are decreased by actions or communications 

that reveal disagreements among experts. Even when the scientific community agrees 

about the low possibility of uncertainty, the effect on public attitudes may lead to lower 

rather than higher levels of trust (Wiedemann, Grutsch, & Schutz, 2006).  

Scientists must also recognize and anticipate the media’s insistence on reporting 
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“both sides” of a story – even when there may not be (only) two justifiable “sides.” For 

example, in the case of the measles, mumps, and rubella (MMR) vaccine reports, while 

the scientific community was in general agreement on the safety of the vaccines, the 

media’s overall framework created the perception of a divided scientific community with 

two conflicting bodies of research (Speers & Lewis, 2004). As a result, the public began 

to lose trust.  

Because science is never absolute, communicating openly and admitting 

uncertainty are important because people want to be informed and expect transparency 

(Short & Rosa, 2004; Frewer et al., 2002). At the same time, it is equally important to 

anticipate, acknowledge, and address “the other side” of an issue without necessarily 

legitimizing an opposing perspective. A trusted source that admits uncertainty may lose 

absolute authority but in turn enhances credibility. “The dilemmas facing risk 

communicators when they admit uncertainty cannot be eliminated. Yet neither can the 

need to acknowledge uncertainty” (Breakwell, 2000, p.117). 

 

5.1.5. Whom the public trusts 

 

 Building trust involves knowing which people and organizations the public(s) 

trusts. Surveys indicate that citizen advisory groups, health professionals, safety 

professionals, scientists, and educators are perceived to have high-to-medium trust 

within areas relative to their fields (i.e., environmental, health, and safety [EHS] issues, 

etc.) and expertise. In general, consumer and environmental organizations were judged 

the most trusted sources, while government was considered the least trusted (Rosati & 

Saba, 2004). Other highly trusted sources include medical associations.  

The name of an organization is also important for establishing trust. In a study by 

Hunt & Frewer (2001), a fictitiously named “Consumer Safety Council” gained one of the 

highest estimates of trust among respondents because its name conveyed 

trustworthiness. Neither Friends of the Earth nor Greenpeace rated nearly as high. Hunt 

and Frewer also found that food manufacturers, supermarket chains, and 
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biotechnological companies all shared low estimates. To address lower trust levels, 

organizations should associate themselves with an organization of higher trust that 

holds the same position on similar issues in order to utilize trust transference, a 

phenomenon where sources takes on the trust and credibility of the highest trusted 

source with the same position on an issue (Covello et al., 2001).  

Another way to build trust is through a highly-trusted individual. Because trust in 

individuals has a greater influence on perception than organizational trust, a person 

from a highly trusted organization may be judged more on personal actions and 

behavior than on his or her association with a trusted organization. Therefore, if a 

person performs admirably in public, that person may be regarded positively even if 

trust in his or her organization is lacking. This is especially important during a crisis. For 

instance, Bridgestone/Firestone Inc.’s choice of CEO, Jacques Nasser, as 

spokesperson during the tire recall crisis in 2000 was considered ineffective and 

distracting because of his accent, stiff manner, and name. Though he may have been 

capable of discussing the severity and complexity of the crisis, he did not convey 

credibility to the public and consequently did not build trust in the organization (Blaney, 

Benoit, & Brazeal, 2002). 

The trustworthiness of various media and information distribution channels also 

has different public ratings. Just as government leaders were rated as having low trust 

and credibility ratings so do tabloid newspapers (Hunt, Frewer, & Shepherd, 1999; 

Frewer et al., 1996; Etzioni & Diprete, 1979). In Rosati and Saba’s study, the most 

trusted media sources include TV documentaries, articles in high-quality newspapers, 

and consumer associations (2004).  

With the new capabilities of digital media, governments have more opportunities 

for interacting more broadly with the public. Most governments now have web pages 

devoted to e-government efforts. However, users have not experienced the government 

as more inclusive or participatory through these sites. This may be due to Internet users 

who are more accustomed to creating as well as consuming information. It is possible 

these users may experience the government web pages as less interactive. Citizens 
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expect e-government, like offline government, to use transparency and interactivity to 

build trust. Critics have argued that by using non-interactive web pages the government 

creates an impression of “building a screen bureaucracy that places citizens farther 

from rather than closer to bureaucrats” (Welch & Hinnant, 2003). This is a problem 

plaguing many institutions that define themselves using a passive web presence.  

 

5.2. Fear-based arguments 

 

Fear is a persuasive communicative strategy. We live in a fear culture and the 

purveyors of fear include members of government, industry, non-governmental 

organizations and the media. In short, fear motivates and changes attitudes and 

behaviors. Fear enters into persuasive appeals as a consequence of many factors. For 

example, communication experts use fear appeals in crisis communication when the 

goal is community protection at all costs.  

However, fear is a fickle seducer. Fear appeals cannot be sustained unless the 

magnitude of the fear is increased and reinforced. Even in these circumstances, a 

saturation point is reached where the fear appeal becomes ineffective and 

counterproductive. Those individuals subjected to pervasive and redundant fear appeals 

begin habituating and ignoring the message. In some instances, they begin identifying 

its manipulative function and the message has a boomerang-like effect (Rogers and 

Mewborn, 1976). 

The traffickers of fear are often convinced that using fear tactics to convey 

messages is needed in order to compete for attention and interest in a cacophonous 

world. For example, the television media in the 21st century must compete with not only 

with cable offerings on hundreds of channels but also with a nearly endless list of 

options found in the digital media of the Internet. Given the multiplicity of venues vying 

for attention, fear is often regarded as an effective means to gain advantage. For 

example, teasers are a common occurrence in episodic serial television and news 

programming.  
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5.2.1. Dread 

 

Some risks are simply dreadful and terrifying by nature (Covello & Allen, 1988). 

The classic example of dread is nuclear war. This apprehensiveness is culturally 

enhanced by textual and visual evidence from weapon tests in Nevada and the blast-

lands of Nagasaki and Hiroshima. This sense of undifferentiated dread has transferred 

to almost all things nuclear, especially nuclear power plants and the waste they 

produce, and has been amplified since Chernobyl and Three Mile Island to include all 

forms of nuclear power.  

An example of this comes from nuclear magnetic resonance, best known to the 

general public as magnetic resonance imaging for medical diagnosis. The word nuclear 

was eventually dropped from this technology’s name to insulate this medical technology 

from the dread transference associated with the word nuclear (Cochran, 2004).  

A similar phenomenon may be occurring involving the use of the prefix “nano” as a 

marketing device for products involving some aspect of nanotechnology, such as 

cosmetics and sunscreens, or comparative smallness in size, such as the iPod Nano.  

 

5.2.2. From social cascades to moral panics 

 

Fear can be contagious. This contagion is passed on through social cascades, 

where people pay attention to the fear expressed by others in ways that can lead to 

rapid transmissions of beliefs, even when false, that a serious risk exists. This social 

belief heuristic whereby fear triggers a chain reaction involving one of more agent(s), 

such as non-governmental organizations and the traditional media, leading to moral 

panic. Cohen (1972) has referred to moral panics when he explained how a minority 

group might be perceived as a “menace” to society because of exaggerated 

misperceptions. This concept also explains how non-rational behavior can function as a 

consequence of fear mongering (Sunstein, 2005). While long-term fear-driven social 
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cascades may prove ineffective or even counterproductive, their short-term impacts 

should not be ignored because if not addressed, they can lead to acute and 

unnecessary non-rational moral panics.  

 

5.2.3. Verify and respond 

 

Responding to fear appeals is straightforward. Fear claims must be scrutinized 

and responses must be quick and direct. Much like the response of a political candidate 

to negative campaigning, a quick and direct rebuttal to a fear appeal can be an effective 

response strategy. Although responding to a fear appeal may lend some limited 

credibility to the claim, it is vital that appropriate, strategic, audience-specific responses 

be employed to ensure other perspectives are available for the audience to consider - 

failing to respond to a fear appeal is worse than rebuttal. Communicators should be 

mindful that impulsive responses that do not adequately address audience, situation, or 

other qualitative, formative issues can also lead to cascades and moral panics.  

 

5.3.     Belief-based arguments 

 

Belief-based arguments are especially troublesome because beliefs are used as 

warrants for claims and counter-claims. In this situation, with both sides having affirming 

messages (e.g., both pro-choice and pro-life), any accommodations and compromises 

are seen as sinful responses by those promoting such belief systems. For example, 

belief-based arguments in debates over abortion, embryonic stem cell research, and 

gay marriage currently exist, with speculations that nanotechnology could be added to 

the list in the near future (Scheufele & Brossard, 2008). 
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5.3.1. Nanobiotechnology and synthetic biology: Horizon issues 

 

Nanobiotechnology and synthetic biology may already challenge existing belief 

structures in three ways: 

 Researchers are perceived as playing God. 

 Research is perceived as engaging in and promoting unnaturalness. 

 Research is perceived as promoting and creating the risk of dehumanization. 

These belief concepts factor into the principles upon which our attitudes and 

values are built. For nanobiotechnology, other unanticipated stakeholders may be active 

including religious spokespersons and associated advocacy groups. When discussing 

nanobiotechnology as compared to other areas of nanotechnology, conversations 

based upon religious beliefs may also increase in emotional intensity and volume. In 

these types of debates:  

 Scientists may be demonized as philistines. Inevitably, the image of 

Frankenstein will be raised and used against science; 

 Data may be limited on understanding how resilient religious opposition can 

or will be in these discussions; 

 Some scientists and advocacy groups will have anticipated potential 

opposition, levels of vehemence, degrees of persistence, or alternative 

narratives for nanobiotechnology while others will have not, but all will be 

participating in the discourse regardless of their preparation.  

 More social science research will be needed to explain and predict the 

capacities advocacy groups and non-government organizations have to 

coalesce into full social movements that influence consumer behavior and 

public voting.  

Flexible and responsive rhetorical tactics maximizing accurate information while 

debunking hyperbole and falsehoods should be fully tested in each medium used. For 

example, recall that traditional media (newspapers, TV) are no longer the news media 

of choice for a growing number of Americans (see section 3). However, simply relying 
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on digital media without sufficient research and data on public engagement in this 

medium could be insufficient and shortsighted as well. 

 

5.3.2. Visions of the nanobiotechnology future 

 

Significant advances in biotechnology sustained and accelerated by parallel 

developments in nanoscience suggest powerful visions of the future. Human concerns 

about disease and health suggest positive interest in and even reception of applications 

in nanomedicine from nanobiotechnology. However, public responses to cosmetic 

enhancements, genetic manipulations, and life-prolongation driven by 

nanobiotechnology may vary depending on the application. These developments tap 

into religious values and what defines us as human. The characteristics that make us 

human determine and are determined by religious belief systems, national identities, 

peer groups, occupations, and individual character and self-identities.  

Generally, a change in a fundamental belief is due to an epiphany precipitated by 

a major or critical life event. Whether nanobiotechnology will have a watershed event 

that triggers a need to engage in public discourse remains speculative at this point. 

Some issues will be transferred into and emerge from the world of fiction, rumor, and 

speculation. The challenge will involve using arguments and warrants for claims built on 

belief systems, beliefs systems that rarely change, and when they do, not easily.  

 

5.4.     Summary and conclusions 

 

Within the current culture of fear coupled with the public trusting institutions less 

and less, specific strategies should be employed to ensure that members of the public 

are able to be informed, understand, and appropriately weigh information in order to 

respond to risk messages.  

Epistemic trust is more important to public perception than social trust. Meeting 

epistemic concerns requires a demonstration of valid scientific theories and research 
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data—a way to inform members of the public about nanotechnology so that the potential 

and real risks and benefits may be weighed thoughtfully. 

When communicating to the public about fear claims that have already occurred, it 

will be important to scrutinize and vet responses quickly and directly while being mindful 

of the delicate balance of responding to the fear itself possibly lending credibility to the 

claim. Nevertheless, risk communication must be appropriate and audience-specific so 

that fear is not increased and specific groups are not offended. 

Finally, the advances of nanobiotechnology will attract belief-based claims. In response, 

dedicated social and behavioral science research and response strategies will be 

needed.  
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Section 6.     Public engagement 

 

An important issue in risk communication is who decides what. While management 

and risk assessment experts can determine how risky a work environment may be, 

input on how much risk is acceptable should also come from those who are exposed to 

the risks. Exposure assessment is complicated by informed choice factors such as 

cognitive ability and income level.  

Public participation has become an adjunct to regulation and industry. The desire 

to include the public in participatory activities largely stems from concerns that 

traditional policy-creating processes can be enriched through increased stakeholder 

participation (Hamlett, 2003; deLeon 1990, 1997; Mayer 1997). Furthermore, public 

participation is used for input into research and policy development processes. 

However, disagreements exist on how to incorporate public input, especially when the 

public has very little knowledge and understanding about nanoscience (see Appendix 

B).  

Some goals of public participation are: 

 to find ways for the public to participate within a democratic process, 

 to inform the public, and  

 to enable meaningful input in the processes of science policy. 

As nanoscience continues to grow as an interdisciplinary field, public engagement 

may provide the opportunity for heightening public awareness and understanding of 

scientific issues and for the development of greater participatory democracy governing 

science and technology policy making.  

 

6.1.     Stakeholders 

 

Stakeholders are people or organizations who have vested interests in the actions, 

applications, and impacts of policy makers and researchers. They try to influence 

research agendas, design and produce consumer products, and write policy. For 
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applied nanoscience, stakeholders are a heterogeneous group, with scientists, 

technologists and industry leaders at the forefront directly developing the science and 

creating technological uses for scientific discovery. Of course, members of the general 

public are also stakeholders, especially when specific events bring them and their 

interests within the scope of nanotechnology projects. At the same time, there are many 

others whose careers are (or soon will be) directly linked to nanoscience, including 

company managers, bureaucrats, and insurance agencies with whom production and 

financial risks associated with nanoscience are tied. Public service groups, media 

representatives, academic commentators, manufacturers, and consumers within the 

public at-large are stakeholders most closely tied to the implications and proliferation of 

nanoscience products (Berube, 2008b).  

The concept of “the stakeholder” transverses through media, government 

agencies, and public advocacy groups’ publications. In one sense, all entities with a 

vested interest in the field of nanoscience (be it financial, social, ethical, etc.) are 

stakeholders. What this means is that stakeholders include both those dedicated to the 

expansion of applied nanoscience and those with opposing views (Berube, 2007; 

Bonnafous-Boucher, 2005). As nanoscience has progressed, there has been an 

increased desire by policymakers to engage stakeholders positively and in accordance 

with the 2007 National Nanotechnology Initiative Strategic Plan (Berube, 2007; National 

Science and Technology Council 2007).  

 

6.2.      Classifying engagement models 

 

Models can be classified by their goals. Deliberative polling, consensus 

conferences, citizen technology forums and citizen juries seek to democratize the 

processes of agenda setting of scientific research and development as well as the 

development of science policy. Smaller models include science cafes and citizen 

schools whose focus is concerned with heightening the awareness and understanding 

of members of the public concerning specific science issues.  
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6.2.1.     Deliberative polling  

 

Deliberative polling bridges the gap between uninformed public opinion and 

informed public perspectives on a topic (Sturgis, Roberts, & Allum, 2005; Luskin, 

Fishkin, & Jowell, 2002; Guston, 1999; Fishkin, 1991, 1995, 1996; 1997). Fishkin (1996) 

argues that this model demonstrates what general public attitudes and opinions would 

be if the public had the opportunity and motivation to be engaged stakeholders. The 

goal is to disperse findings among the population at large and raise public awareness 

and understanding of an issue. This model measures attitudinal and informational 

changes in a quasi-experimental setting by soliciting and incentivizing a random sample 

of citizens to read, listen, and/or debate some issue. Generally, presentations involve 

balancing competing perspectives from experts and political figures over the course of 

several days. In some instances, sessions are videotaped and organized into a program 

for public access via national television broadcasts or Internet webcasting.  

Critics of deliberative polling argue that the financial, administrative, and 

infrastructure expenses associated with hosting national conferences and crafting 

resulting videos do not justify their limited impact on the public at large. Additionally, 

there is limited evidence available that shows how these activities generate long-lasting 

changes in opinions and attitudes of participants or significant or sustained impact on 

policy makers. At best, this model demonstrates a quantitative understanding of the 

public’s attitudinal change using simple pre- and post- tests after completing a short 

primer about an unfamiliar topic.  

 

6.2.2.     Consensus conferences 

 

The “consensus conference” follows the 1987 Danish Board of Technology’s 

efforts whereby public stakeholders are invited to participate in panel discussions over 
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three weekends roughly one month apart. Like many of the current public engagement 

models, the goal was: 

 to increase public awareness and understanding of scientific issues; and  

 to produce a democratic mode of operation for the creation of research and 

development agendas and policy-making.  

Typical uses of this model include 12-15 recruited members of the public who 

meet on two or more separate occasions to deliberate about a topic. In a three session 

model, prior to the first two sessions, the panel members are provided with written 

background information concerning the topic matter and are encouraged to discuss and 

question the information in face-to-face interactions. During the first meeting, a group 

discussion about the topic is led by a trained facilitator. The second session involves the 

public participants asking questions of a panel of experts holding a variety of viewpoints 

The third and final session culminates with the citizens collaboratively detailing a report 

of their findings and recommendations, which is then disseminated to the public, 

governmental agencies, and policy makers (Powell & Kleinman, 2008; Hamlett & Cobb, 

2006).  

Despite their limited influence on policymakers and agenda setters (Powell & 

Kleinman, 2008), consensus conferences provide opportunities for motivated individuals 

and collective groups of citizen panels to increase their knowledge of a particular topic 

and heighten civic engagement through increases in knowledge. In addition, they may 

function as trust-building exercises. 

Similar to deliberative polling, the financial and organizational costs versus the 

usefulness and limited demonstrable impacts on the general public may make the 

requisite financial support needed to provide the conferences difficult to justify. 

Additionally, it may be unrealistic to presume that a group of forums on the same issue 

would produce significant impacts on the research and policies surrounding the issue. 

While this model affords scientists, technologists, and policy makers interactions with 

members of the public, this model does little to ensure how the recommendations from 

the empanelled citizens will be used.  
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6.2.3. Citizen technology forums 

 

This modified consensus conference model draws from the National Forum on 

Science and Technology Goals recommended by the Carnegie Commission on 

Science, Technology, and Government (Guston, Woodhouse, & Sarewicz, 2001). The 

current model designed by Patrick Hamlett of NCSU uses a small panel of citizen jurors 

who meet both face-to-face and via the Internet (keyboard-to-keyboard). The groups are 

situated in different cities in order to provide geographical diversity of opinions. 

Members deliberate with experts while being led by a trained facilitator (Hamlet & Cobb, 

2006). Similar to the typical consensus conference model, the final meeting culminates 

in the crafting of a paper that assesses the topic and situation at hand.  

The substantive difference between “citizen’s technology forums” and consensus 

conferences is the use of Internet technology as a means for communication without the 

necessity for in-person face-to-face communication. While this may help to deflate some 

of the costs (travel, compensation, administrative fees, etc), this model may not prove 

as valuable a tool as face-to-face interactions for heightening the public understanding 

of science, for efficacy in engagement, and for instilling trust in the scientific community. 

Similar to the consensus conference, the outcome of this model, an assessment paper, 

does little to ensure that the recommendations from public members will be taken into 

consideration post-forum. 

 

6.2.4.     Citizen juries 

 

Another variation of consensus conferences is “citizen juries.” Conducted since 

1974 (Jefferson Center, 2008), citizen juries involve a “representative” randomly 

selected panel of 18 or so citizens/jurors who meet for four or five days. Similar to a 

courtroom, the panel hears testimony and arguments from expert witnesses in 
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moderated sessions and deliberates in order to provide recommendations at the 

conclusion of the event (Berube, 2006). An advisory committee assists the jury in order 

to help avoid bias.  

In 2005, an independent citizen jury met over five months in the United Kingdom to 

deliberate about the impacts of nanotechnology (NanoJury UK, 2005). The process 

began with first-round discussions over a local crime issue and moved in its second 

round to nanotechnologies. They delivered 20 recommendations (only four of which 

were judged significant) about how nanotechnology research and development should 

be approached in the future. Unfortunately, the jury lost many participants going into the 

second round. 

These forms of engagement are designed to provide a more representative 

sample of the public as well as a greater understanding of the topic. In both instances, 

the relevance of the exercises was dependent of whether regulators interfaced with the 

participants and considered their conclusions. The effectiveness of these projects 

remains generally undemonstrated. 

 

6.2.5.     Science cafes 

 

Science cafes are scientific talks with question and answer sessions hosted in 

local coffee shops, restaurants, bars, or other public locations. Here, an expert in a 

particular field leads a discussion concerning an issue and encourages the public to 

enter in debate and consensus building. These gatherings rarely culminate in any 

formal reporting; rather they serve as an informal education outreach activity for 

voluntary self-selected ad hoc participants who have the time, means, and motivation to 

participate (Berube, 2006).  

Unlike many other models of public engagement, this model primarily focuses on 

disseminating information rather than creating a democratic process of decision-making 

for research agendas and policy. In this model, difficulties exist in assessing the quality 

and balance of the information provided.  
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6.2.6. Citizen school 

 

Pioneered by Christopher Toumey, the “citizen school” functions as a localized 

example of continuing education outside of the traditional institutional framework. The 

goal is to educate a small portion of the population about science and technology. In 

citizen schools, a self-selected sample of the population engages in classroom 

discussions with a teacher who is typically a scientist in the field. 

While valuable and informative for participants attending these schools, 

participants are typically not representative of the general public. Additionally, there is 

no verifiable mechanism available to validate or assess the quality of information or 

biases that may be presented within the classroom setting by instructor or held by 

participants (Berube, 2007).  

 

6.2.7.     Assessing the models 

 

Public engagement activities reflect a genuine desire to incorporate public 

opinions into the decision-making processes for emerging technologies. Engagement 

models largely seek to raise society’s capacity for: 

 understanding science issues; 

 collaborating with the scientific community; and,  

 incorporating public opinion into the development of research agendas and 

policy-making.  

Some public engagement models are used to test rather than produce meaningful 

information. Others use public engagement as a tool to quench the public’s curiosity or 

defuse suspicions. And others use public engagement as educational outreach to 

inform those who have the power to make policy and affect the daily lives of the public. 

The difficulty lies in matching the abilities of these models to serve their desired 

functions. While well-intended, often these models are deficient in reaching their 
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idealized goals because of inadequate sampling procedures, lack of demonstrable 

impacts, and cost.  

It is important to gain access to representative groups from the public when trying 

to make claims about the attitudes and opinions of the general population. 

Unfortunately, current public engagement and deliberation models use sampling 

techniques that are not sufficiently representative of general populations. For example, 

participants who are self-selected individuals who have the time, the means, and the 

motivation to partake in lengthy conferences and workshops are far less representative 

than members of the general public. The consequence of models that use self-selected 

samples from special populations is that the conclusions drawn do not represent the 

attitudes and opinions of the general public. Furthermore, if the intent of compensating 

the public to participate is to reduce financial or inconvenience cost of participation, this 

incentive may alter the motivations of the participants to participate and have little effect 

on reducing sampling error.  

In order for a public engagement to be effective, participants must engage the 

broader general public. Additionally, there is no evidence that individuals who 

participate in these models become group opinion leaders, heighten the awareness and 

understanding of an issue for the broader public, or influence policy. Patrick Gehrke6 

also raises questions about the democratic nature of current public engagement models 

and their underlying assumption of democracy existing everywhere individuals are 

deliberating. These models in practice create artificial democracy through artificial 

contexts and artificial deliberations with little “ecological validity” and low inferential 

reliability to other reality-based contexts. For more realistic engagement activities, we 

need to study the public at existing deliberation sites where they traditionally assemble, 

such as church halls and club meetings. 

Current public engagement models create deliberative communities that are not 

representative of organizations and groups within the population at large (see section 

4.3.3 concerning the “Big Sort”). Some current engagement practices can be beneficial 

                                            
6 http://communication.chass.ncsu.edu/nirt/videopresentations.html 
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for participants (both experts and non-experts) but their use as tools for generating data 

to inform research agendas, science policy, as well as creating advanced rational 

discourse and debate on science and technology remains uncertain. For true 

democratic deliberation, the discord between how engaged stakeholders deliberate in 

their known communities within society and how strangers in idealized settings 

deliberate with trained facilitators and experts providing structured information will need 

to be settled.  

Coordinated efforts will need to be organized to develop and assess engagement 

techniques and outputs if broader spectra of people are to participate in the world of 

new technologies. Additionally, engagement models will need to inform a greater portion 

of the public and help a diverse group of individuals make rational judgments about 

science and emerging technologies. Methods including ethnographic methods in 

existing communities already involved in natural deliberative processes will be useful in 

gathering and understanding realistic data about stakeholder deliberation (see section 

3.4 concerning digital media research initiatives).  

 

6.3.     Public – Private interface 

 

A term “upstream engagement” refers to involving the public in the early processes 

of product design or regulatory policy making rather than post-facto participation. To this 

point, John Stone7 has developed an approach where upstream engagement involves 

transferring local knowledge to those situated best to use it in production and regulation.  

 

6.3.1. Defining streams 

 

For industrial production and regulation, linear stream analysis involves public 

engagement along a continuum of product development to eventual consumer 

                                            
7 http://communication.chass.ncsu.edu/nirt/Deliverables.html. 
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acceptance (Fisher et al., 2006). Policy analysts describe this inception of technology 

theory through: 

 gaining funding,  

 setting a research agenda,  

 completing research and development,  

 applying research findings, and 

 marketing the technology.  

 

6.3.2. Downstream and upstream 

 

Conventionally, the public is engaged “downstream” from setting research 

agendas and making policy and constrained to inquiring about the risks and impacts of 

the technology post-production (MacNaughten, Kearnes, & Wynne, 2005). At this 

downstream position, the public is engaged to assess consequences and serves more 

as a consumer having little or no input.  

Upstream public engagement has been conceived as incorporating citizen input 

closer to the setting of research agendas, a task typically reserved for scientists and, in 

venture capital situations, shareholders or investors. In this scenario, an assumption 

exists that these citizens will have access and interface with regulators similar to the 

Denmark consensus conferences.  

Technology has historically been framed as a “black-box.” Rejeski (2005) has 

described an ongoing and increasing public suspicion of new science, writing that we 

need to be cautious about “…a public that has grown more suspicious of both public 

and private sector motivations concerning technological advances and a scientific 

community that remains largely isolated, and often oblivious, to public concerns” (p. 5). 

In response to mediating increasing public suspicions, some have advocated upstream 

public engagement approaches to create a democratic approach to the production, 

commoditization, and regulation of science and technology (Wilsdon and Willis, 2004). 
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This approach has one axiom: the public should have an opportunity to influence 

policy makers, funding agencies, researchers, and scientists from the inception of 

emerging and converging technologies such as applied nanoscience. Therefore, the 

primary goal of public engagement should be incorporating the public voice into the 

planning process before action plans are decided by scientists, industry, and policy 

makers. In general, these approaches advocate for a public understanding of societal 

concerns prior to the “risk and impact” phase of downstream social inquiry, ideally 

alleviating some of the panic and stigmas associated with public perceptions of applied 

nanoscience.  

Upstream engagement has been theorized as a way to increase trust among 

governmental agencies, non-governmental organizations, and the public (in various 

representations) through strategic communication and properly executed engagement 

activities. Upstream engagements may uncover possible solutions to unforeseen 

problems due to public scrutiny and produce a more keen anticipation of societal issues 

from instantiation (MacNaughten et al., 2005). However, what remains difficult is how to 

provide significant upstream influence when few non-specialists have the expertise, 

insight, cross-disciplinary experience, or policy access to engage technological 

development at upstream points. 

To these points, Kuzma, Romanchek, & Kokotovich (2008) have proposed an 

“upstream oversight assessment” (UOA). This approach identifies data, risk 

assessment, regulatory policy, and engagement needs to help society and policymakers 

anticipate and prepare for challenges posed by applications of agrifood nanotechnology 

using applied nanotechnology case studies as a method to reveal application areas 

needing further study and attention. 

 

6.3.3. Midstream modulation 

 

Fisher, Mahajan, & Mitcham (2006) have also suggested including the public 

during research and development processes that come in-between the creative 



 

 88

inception of technologies and the full creation of products for public consumption. This 

variation of the upstream framework emerged in response to critiques of upstream 

models that were implemented too early in the process and downstream models that 

are implemented too late in the process to be effective.  

Applied to the context of the midstream, this concept of 

modulation can help guide internal attempts to conduct and 

implement R&D with an eye toward subtly and creatively shifting 

ongoing, nested interaction among techno-scientific actors and 

networks (p. 492). 

Fisher et al.’s midstream model draws heavily from “constructive technology 

assessment” (see below). Midstream modulation already occurs in R&D processes 

although participation is generally limited to research and corporate stakeholders. 

Including stakeholders from outside the traditional R&D organization could purportedly 

increase public influence over research trajectories and allow more timely responses to 

technologies that may not claim to influence science or technology at the inception 

stage.  

Unfortunately, similar uncertainties associated with any early stage assessment 

occur in this model. While some benefits to integrating public stakeholders into 

academic research projects may exist, there is less evidence that these approaches 

effectively translate in business settings. For example, the process may be most 

effective in product lines, such as nanomedicine, which may be highly affected by 

consumer demand. Attentiveness to relevant variables by naïve actors is also a 

challenge. While dialogue with public stakeholders might be desirable, the output from 

midstream modulation involving the public may also be limited by precompetitive 

confidentiality issues and concerns associated with slowing R&D processes for those 

who choose to incorporate midstream modulation participation. How many public 

stakeholders to involve and where they are situated, will also need to be addressed.  
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6.4. Assessment approaches 

 

Technology assessment is especially challenging. The U.S. government’s official 

Office of Technology Assessment was retired in 1995. While some claimed the office as 

ineffective and expensive (Lambro, 1980), others lamented its demise (Bimber, 1996). 

To meet the needs of technology assessments, some have come forward with creative 

means to assess ongoing technological developments such as nanotechnology. 

 

6.4.1. Constructive Technology Assessment (CTA) 

 

“Constructive technology assessment” (CTA) is premised on the need to transition 

from the downstream model of technology engagement to public engagement prior to 

the solidification of research agendas (see Rip, Misa, & Schot, 1995). This model uses 

early and controlled experimental methods to identify possible unforeseen downstream 

complications (Rodemeyer, Sarewicz, & Wilsdon, 2005; Guston & Sarewicz, 2002).  

 

6.4.2. Real-Time Technology Assessment (RTTA) 

 

The goal of “real-time technology assessment” (RTTA), an extension of a CTA, is 

to engage the public to alter the current structure of industry R&D. RTTA advocates 

depict the R&D industry as currently isolated from the public and try to influence the 

process of knowledge creation itself (Guston & Sarewicz, 2002). By examining the 

interface of science, policy, and public input, they believe adjustments managed through 

incremental stages can be made in the R&D process. 

This model collects data in multiple forms including: 

 reflexive tools (opinion polling, focus groups, and scenario development) to 

gain insight into stakeholder values and diverse potential outcomes,  

 content analysis and survey research to determine how knowledge and 

values evolve over time, and 
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 socio-technical mapping in order to gain retrospective and prospective 

accounts of interaction between technological advances and the public at 

large (Guston & Sarewicz, 2002).  

Idealistically, RTTA is a form of “purposeful trial-and-error,” an iterative process 

that is continuously doing retrospective analyses in order to manage the unpredictability 

of technological development in a system. However, Cash et al. (2003) suggest RTTA 

has significant hurtles. First, building of a data set may be difficult, especially given their 

observations that traditionally “perspectives of a decade or more may be necessary to 

reliably evaluate the impact of science, technology, and ideas on issue evolution” (p. 1). 

Second, there are the challenges imposed by communication norms and protocols 

between disciplines including different sciences, like biology, physics, chemistry, and 

policy studies. Although Jasanoff (1990) has claimed that blurred interdisciplinary 

boundaries lead to better policy, others have argued that this blurring may have 

facilitated the recent trends of the politicalization of science (Mooney, 2005). Third, 

boundary theorists have their own language (boundary objects, standardized packages, 

and boundary organization) that may limit accessibility. Additionally, they tout the utility 

of an idealized boundary organization being able to balance strategies using science 

and political principals as a resource to humanize and socialize science and technology 

without acknowledging the costs involved in such research (Scott, 1992). 

Communication between fields is dependent on many field-specific characteristics 

including the motivation of the actors in those fields at their intersecting points. Similarly, 

translation between and among fields is fraught with errors and densely layered with 

field-specific experiences and presumptions, which can be idiomatic and at times 

untranslatable. While mediation activities involving experts and decision makers may be 

needed to navigate contested areas, it is unclear how realistic these expectations and 

outcomes are given the different roles these actors play in different science policy 

discussions.  
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6.4.3. Assessing the assessment 

 

How will we know if public participation activities are effective? How public is 

public participation? How upstream is upstream engagement? How real-time is real-

time technology assessment? The work of public engagement is besieged with new 

terminology with self-defining and often favorable descriptors that may mislead those 

less familiar with the field. For example, “life-cycle analysis” is a methodology while 

“functional life-cycle analysis” is an ideological term misnomered as a methodology. 

 

6.5.     Summary and conclusions 

 

Democratic science does not demand science by referendum but instead 

“creat[es] institutions and practices that fully incorporate principles of accessibility, 

transparency, and accountability. Science [must] be popular, relevant and participatory” 

(Guston, 2004, pp. 25-26). While current approaches for enabling a more democratic 

science may need further review, some call for a new Office of Technology Assessment 

to restore “the policy-analytic balance between Congress and the Executive Branch in 

matters science and technological” (p. 27). The call for “increased opportunities for 

analysis, assessment, and advice-giving through the use of deliberative polling, citizens’ 

panels, and other participatory mechanisms” (p. 28), although expensive, may improve 

the process of decision-making, but not necessarily produce better policy. Some 

suggestions include involving members of the public in grant review panels, public 

outreach expectations in research grants, and enhanced transparency and 

accountability of expert deliberation. 

Nevertheless, caution must be exercised. First, involving more members of the 

public in science and technology decision-making assumes their interest and 

commitment. Second, selecting who represents the public is challenging. Hiring 

professional “publicans” to serve as public representatives may raise concerns about 

representativeness and their role in democratic institutions. And third, the field of public 
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engagement has boundary features worth examining. What remains unclear is how 

effective all of these efforts are in advancing responsible risk communication. This does 

not mean they cannot though they cannot serve as trust building exercises. 

Recent efforts to narrow focus to “upstream” engagement, although well intended, 

may be too simplistic (Wilsdon and Willis, 2004). Upstream and downstream 

engagements are inextricably linked to one another in any successful engagement 

effort. Upstream engagement with boutique populations can be an invaluable tool for 

identifying key issues and concerns for downstream communications efforts. As 

researchers have shown, most citizens do not possess the motivation or expertise to 

participate in any upstream engagement efforts (McLeod et al., 1999). As a result, 

broad impacts on public attitudes toward and understanding of new technologies are a 

function of when and how the issue is presented and plays out in mainstream media 

(Scheufele, 2006). With GMOs as an example, upstream public engagement efforts 

could have been used to potentially avoid commercial pitfalls for early consumer end 

products such as Flavr Savr, where downstream opinions among the general public 

were mostly a function of well-researched and well-implemented strategic 

communication efforts such as Frankenfood frames and other communication devices.  
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Section 7.    New risk findings 

 

The field of risk communication is constantly in flux as new situations arise that 

need to be disposed. Disagreements over risk are common as science progresses into 

new areas that have the potential to affect public life. Risk communication researchers 

may likely face “hot button issues” that have the potential of changing into bottlenecks, 

road blocks, and/or trigger a wide range of reactions. Risk communicators should be 

mindful of issues as they prepare to communicate with the public about risk.  

Whoever controls the communication and defines the risks controls the solution to 

the problem at hand. “Defining risk is thus an exercise in power” (Slovic, 1999, p. 4). 

Communicating risk is a tool for empowerment. Who explains and thus defines the 

costs and benefits associated with new technologies such as nanotechnology? The 

experts? With the public? With policy makers? Or as a cooperative exercise involving all 

the stakeholders? 

  

7.1. General approaches 

 

The following are broad theoretical frameworks of risk communication on science 

and technology that are supported by quantitative and qualitative analyses and should 

be informative for risk communication of nanotechnology. 

 

7.1.1.     Scientiating the public: The deficit model 

 

Science has been typically portrayed, and perceived, as an objective process that 

uncovers natural truth through strict empirical methods. The nature of science is 

discovering truth by decreasing uncertainty. In areas where high levels of uncertainty 

remain, scientists use intuition and hypotheses derived from their best understanding of 

the subject matter. It is the collective pursuit of uncertainty reduction that enhances the 

validity of scientific discovery.  
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What remains difficult for the general public to comprehend is how uncertainty can 

exist after the laboratory experiment is completed and how disagreements between 

scientists about interpretations of research data can occur and be sustained. While 

scientists regard debate as healthy discussions that forward science, the public tends to 

negatively interpret these debates and peer-to-peer challenges as unproductive, 

contentious, and unsuccessful.  

Furthermore, communicating risk becomes difficult when the public’s interest and 

support for science wanes when compared to other more personally relevant events like 

the price of gasoline and home heating oil. This will be increasingly problematic if 

declining interest parallels the rapid emergence of new science and technology. This 

lack of interest in and support for science can instigate a hostile public that gathers 

information from a sometimes equally hostile media. These negative reactions from the 

public can also encourage experts to remove themselves from the social aspects of the 

discourse (Freudenberg & Pastor, 1992). 

To improve communication between expert and public spheres, some advocate 

improving the science literacy of the public. Deficit model proponents suggest: if 

individuals have a comprehensive understanding of relevant science information, they 

will cease to fall back on irrational fears or embedded beliefs about science. The 

science deficit model posits a positive relationship between science knowledge and 

public attitudes toward science (Allum, Sturgis, Tabourazi, & Brunton-Smith, 2008).  

There are numerous challenges to this model. First, an implicit assumption exists 

that non-rational public fears are based on a lack of scientific understanding. 

Researchers have shown that individuals’ scientific knowledge is not as important a 

predictor of risk perception as qualitative social factors such as social trust or worldview 

(Slovic & Peters, 1998). Thus, socio-cultural associations may carry more influence 

about what individuals select as the norms for their risk estimations. 

Second, it is extremely difficult to establish a threshold for the amount or type of 

information that is required for public science literacy. For example, the pertinent 

knowledge required to adjust attitudes around a science controversy can be highly 
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contextualized (Hayes & Tariq, 2000). Additionally, threshold values of science 

knowledge have not been determined to see if knowledge proceeds “step-wise” or as a 

threshold where information and its density must reach a certain level before affecting 

attitudes.  

Third, there is no guarantee that understanding science leads to better impact 

assessments or decision-making. Opponents have argued that high degrees of 

scientific literacy seem to inoculate scientists from recognizing or properly 

understanding the full influence or effect of new technologies. They suggest that those 

who best represent public interests and who recognize broad impacts of technologies 

are often those with sufficient but not entirely fluent (specialist) scientific knowledge (for 

an elaboration of this point, see Kinsella, 2004). 

Defining (and measuring) knowledge and attitudes and determining the 

relationship between the two is not straight forward, In a meta analysis, Allum et al. 

(2008) used a multi-level modeling scheme and identified a small and weak positive 

correlation of knowledge to attitudes.  

Science experts often support this deficit model and feel that increasing scientific 

knowledge—producing more science facts—will increase acceptance of science and 

technology. Although this strategy may intuitively make sense, as research and tracking 

of such efforts has shown, and while there are many good reasons for increasing 

science literacy, enhancing public participation in science is not one of them (Wynne, 

1991). 

How can we communicate about science to an uninterested public? Is providing 

the general public with more information effective? Does content knowledge in itself 

provoke attitude change? Wynne (1992) conceptualizes civic scientific literacy to 

include the following:  

 formal contents of science knowledge;  

 methods and processes of scientific inquiry; and  

 ways that sciences are institutionally embedded, patronized, organized, and 

controlled.  
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In general, technical knowledge may be necessary but not sufficient to promote 

greater appreciation for science and technology. Public participants do not need to 

know everything in order to form attitudes favorable or otherwise toward science. 

Additionally, while identifying the critical amount of knowledge may be challenging, the 

amount is likely much less than what might be presumed.  

The efficacy of risk communication strategies is not necessarily improved through 

an increased volume of content information. Distributed science information is likely to 

be most effective when content information is delivered within the context of specific 

examples, science methodologies, and science organizational and power structures.  

Efforts toward increasing science literacy (e.g., methods, institutions) for 

nanotechnology may develop greater consumer trust and better facilitate the 

intersection of communication between the public, science experts, and science-

oriented audiences. However, the challenges of risk communication about science and 

technology are complex and layered. 

 

7.1.2. Boomerang and backlash effects 

 

A methodical approach will need to be taken when addressing the counter-intuitive 

conclusion that more information may increase negative perceptions about 

nanotechnology, regardless of the sources or the perspectives of this information. In 

some ways, this counter-intuition supports socio-linguistic research showing that when 

people are repeatedly exposed to information, they intuit a suspicious implication about 

the intentions behind the multiple and repeated messages. In other words, people will 

suspiciously intuit the over-emphasis of the safety of nanotechnology as uncertainty 

about the safety.  

A second explanation is confirmation bias (see section 4). The Yale Cultural 

Cognition Project team noted that  

…it does not appear that learning more about nanotechnology 

tends in general to make people more favorably disposed to it. 
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There is a positive relationship between how much people know 

about nanotechnology and the belief that its benefits outweigh the 

risks. But when people who know little or nothing are supplied with 

more information, they do not become uniformly more favorable; 

some form a more positive impression, some a more negative, 

depending (again) on their values (Kahan, Slovic, Braman, Gastil, 

& Cohen, 2007, p. 2).  

Using a cultural model, not unlike the early work of Douglas and Wildavsky (1982), 

Kahan et al. (2007) validated the confirmation bias whereby individuals were found to 

believe arguments that simply confirmed a prior-held belief: “People who hold largely 

individualistic and hierarchical cultural outlooks tend to see nanotechnology as more 

beneficial. People who hold largely communitarian and egalitarian outlooks, in contrast, 

tend to seen nanotechnology as more risk when exposed to that same information” 

(Kahan et al, 2007, p. 1). It should be noted that other bipolar semantic differentials 

could be substituted, such as conservative/liberal and Republican/Democrat. 

As an example of bias, a series of National Citizens’ Technology Forums8 reported 

a negative relationship when engaging individuals from the public in discussions about 

nanotechnology for human enhancement. Perceptions about human enhancement 

involving nanotechnology grew more negative after a public engagement exercise. 

However, because of methodology limitations, this study’s conclusions should be 

cautiously interpreted. For example, the publics’ 82 percent (82%) pre-test favorability 

ranking toward nanotechnology was exceedingly high due to the fear of death (the most 

powerfully recorded bias). The post-engagement rankings of 66 percent (66%) actually 

demonstrate the capability to compensate for this bias through engagement. Thus, the 

difference of 16 percent (16%) may have been due more to the result of inflating effects 

of the bias than to the information provided on nanotechnology per se. But for the bias, 

the pre-test rankings would have been much closer to the post-engagement figure. Here 

the public engagement exercise dampened bias through discussion and showed that 

                                            
8 http://www4.ncsu.edu/~pwhmds/index.html 
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providing more information may not be as important in assessing public perceptions 

about nanotechnology as an affect heuristic (Kahan et al , 2007)..  

 

7.1.3.     Uncertainty effects: Fuzzy risks 

 

Risk is built on uncertainty. If a hazard were known, there would not be a true risk, 

there would be certainty. Researchers and lived experiences demonstrate that 

uncertainty and risk ambiguity remain important, difficult, and at times a contradictory 

phenomenon in public communication such as in the areas of science and technology 

(Kahneman, Slovic & Tversky, 1982). Moreover, uncertainty is a major obstacle to 

decision-making (Gigenrenzer, 2002; Orasanu & Connolly, 1993; McCasky, 1982; 

Brunsson, 1985; Corbin, 1980; Thompson, 1967).  

Instead of defaulting to probability estimates when determining hazards and risks, 

fuzzy set theory uses membership functions and linguistic parameters to express 

vagueness in issues and probability theory, a stochastic approach using probability 

functions to describe random variability in parameters, especially environmental ones 

(Darbra & Eljarat 2008). These systems make valuable contributions to uncertainty 

analysis. Darbra and Eljarat argue “[t]he flexibility of fuzzy logic to express results in a 

natural language, in line with human reasoning, together with the possibility of dealing 

with uncertainties makes it highly recommended as a tool for use in communicating risk” 

(p. 384). This model is highly affected by subjective variables such as human judgment. 

Thus while probability remains relevant probability alone is insufficient when modeling 

complex health and environmental parameters, especially when boundaries are not 

defined clearly. These observations lead Darbra and Eljarat to conclude that “[a] 

combined approach may therefore be the best solution to deal with the uncertainties. 

Treating each parameter according to its nature and [available] information could help to 

obtain a more realistic result for risk estimation” (p. 384). Huang and Ruan (2008) have 

drawn similar conclusions based on their work in fuzzy risk estimation involving 

probability of a fuzzy event, expert evaluation, and information diffusion (p. 684), where 
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they have developed an average weighted algorithm to update fuzzy risks in terms of 

fuzzy probability distributions (p. 692).  

There is a tendency to default to probability estimates when determining hazards 

and calculating risk. However, a threshold exists where the degree of uncertainty is so 

great that probability estimates are nearly indefensible. Fuzzy logic and risk estimation 

may be more than mots du jour. They may offer useful guidance to both estimating risks 

and designing communication algorithms and models. For example, what happens to a 

risk analysis when data are simply unavailable due to randomness or incompleteness? 

In these cases, practical, comprehensive, and systematic methods for analyzing risk 

may be relatively new and rare because the processes are too novel, overly complex, 

and highly dynamic. As such, when data for assessing risk are insufficient, opportunities 

for bias may be introduced. In these situations, Cho, Choi, and Kim (2002) suggest an 

inductive fuzzy approach using an event tree analysis (ETA). This model uses 

frequency analysis when actual data are sufficient.  

When frequency data are not available, probability theories such as minimal cut 

sets or Bayesian approaches are used. Incomplete data can also be complemented 

with simulated data. In addition, if data are not available or missing, occurrence 

probabilities of each path can be assessed by subjective judgments based on experts’ 

experiences and knowledge. 

Even when data are sufficient, the data may not be sufficiently predictive. For 

example, dose-response relationships estimate the probability of an event such as 

cancer in an individual once exposed to a dose of some material. What happens when 

the data one has does not support a linear relationship between dose and response? 

Take the example of nitrates in drinking water. Given that dose-response relationship is 

nonlinear, the techniques of nonlinear fuzzy regression (Bardossy, Borgardi, & 

Duckstein, 1993) may be a better modeling tool.  

Fuzzy models have been used for years in predicting events with uncertain, 

unknown, and unpredictable factors (e.g., natural disaster events such as earthquakes). 
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Unfortunately, while there are hundreds of published papers on fuzzy systems, there is 

very little scholarship applied to risk communication for nanotechnology.  

 

7.1.4.     Risk valence 

 

The word “risk” is perceived as harmful and carries a negative valence due to 

notions of contamination effects. For nanotechnology, this could lead some to conclude: 

nanotechnology is undesirable because it involves risk. As Slovic (1986) argued, 

“…merely mentioning the possible adverse consequences (no matter how rare) of some 

product or activity could enhance their perceived likelihood and make them appear 

more frightening” (p. 405). Although the public seems to view contamination now as 

being worse than it has ever been, people today are safer than they have been at any 

point in history (Fitzpatrick, 2000). Yet, each generation seems to be involved in a 

downward spiral of risk valance in which risk is perceived to be more negative and also 

more plentiful. One cannot say that there is risk without negative reactions that in some 

cases are then exaggerated by various forms of the media (Berube, 2008c).  

 Policy makers have also viewed risk and cost as equivalent. For example, cost 

benefit analysis became prevalent with its implementation during the Kennedy 

Administration through the Planning, Programming, and Budgeting System (PPBS) 

introduced by Defense Secretary Robert McNamara and Comptroller Charles Hitch. 

Additionally, during the Kennedy Administration, sensitivity to technological risk rose 

with the adoption of nuclear energy as a peace-time power source (Short, 1984). Risk 

benefit analysis contributed to the creation of four major risk regulatory agencies: the 

National Highway Traffic Safety Administration9 (1966), the Occupational Safety and 

Health Administration10 (1970), the Environmental Protection Agency11 (1970), and the 

Consumer Products Safety Commission12 (1972). With the advent of these 

technological regulatory agencies, documents such as the World Medical Association’s 
                                            
9 http://www.nhtsa.dot.gov/. 
10 http://www.osha.gov/. 
11 http://www.epa.gov/. 
12 http://www.cpsc.gov/. 
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Declaration of Helsinki (1975) called for a favorable risk benefit ratio in biomedical 

research, and the term “cost” became increasingly interchangeable with the term “risk,” 

lending a negative valence to its etymology.  

When dealing with risk, communicators must recognize that risk has a negative 

valence and will not result in a positive association with whatever technology is being 

discussed. Consequently, it becomes important to comparatively examine risk (e.g., 

comparing benefits and costs) even when the benefits might be experienced by a 

population other than the one experiencing the costs. 

 

7.1.5. Narratives and anecdotes 

 

Narratives are probably more meaningful to the public than any other strategies 

mentioned so far. Narratives generally take the form of anecdotes and plot-driven 

stories. While we recognize that the public should receive empirical data about dosage 

and exposure, most people experience narrative data as more accessible, 

approachable, and memorable. In fact, they use narrative frames when communicating 

what they learn to others. Additionally, people impose narratives onto data where no 

narrative previously existed in order to better make sense of the information 

(Pennington & Hastie, 1986, 1988). Narratives are also essential framing devices, which 

necessarily interpret information as it is being told (Faber, 2007).  

Narratives have several well-researched benefits including improved memory 

retention (Price & Czilli, 1996), promoting knowledge integration, data organization, 

comprehension, addressing complex problems (Kearney, 1994), processing of 

information, and adding meaning to complicated and abstract information using emotion 

(Finucane, Alhakami, Slovic, & Johnson, 2000). In addition, Hidi & Baird (1988) showed 

that students were more likely to retain and recall concrete information that resonated 

on a personal level than they were to recall more abstract material. Satterfield, Slovic, & 

Gregory (2000) showed the value of a narrative-based representation of a public policy 

problem over a more conventional utilitarian representation.  
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 Narratives are plot- and/or event-based (Rimmon-Kenan, 1983). These plot 

structures can be used in valuation contexts to assess the attributes of a problem 

(Satterfield et al., 2000). This in part is due to the addition of a point of view. If the 

audience can understand the issue through a narrator’s point of view, they are more 

likely to feel personal agency and empowerment to take steps to solve it. Narratives 

also remove some of the distance between lay audiences and abstract information. If 

the narrative about a scientific venture and its subsequent risk profile can be created 

and controlled, then the public’s attitude towards that venture can be informed by a 

more balanced counterweight as compared to the more negative and extreme 

perspectives stakeholders may be generating.  

For many, anything at the nanoscale is abstract and for this reason, could be a 

good candidate for using narratives to more effectively communicate risk. For example, 

risk stories can become narratives in the media. This happened with the stories linking 

carbon nanotubes to the familiar asbestos fiber mesothelioma narrative. If narratives are 

only used to illustrate dangers of any new technology, such as nanotechnology, 

unbalanced and oftentimes negative perceptions predominate. Positive features often 

take the back seat to dramatic and hyperbolic tales of disaster.  

 

7.2.     New theories and research findings 

 

The following are examples of active areas of risk communication research that 

offer some new insights into the science of risk communication. 

  

7.2.1. Dosage/Exposure discounting effect 

 

The public does not generally know how to make sense of dosage and exposure 

information when understanding hazards. This is especially true for EHS issues. While 

experts focus on mathematical probabilities in terms of dosage and exposure, the public 

seems far more concerned about what the hazards are and whether they will be 
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exposed. These differences, also known as probability neglect, result in unintended 

miscommunication between experts and inexperts (see section 4).  

Research findings have shown that experts rationalize hazards against dosage 

and exposure while the public does not. Kraus et al. (1992) noted, “[t]he public would 

have more of an all or none view of toxicity… [T]hey appear to equate even small 

exposures to toxic or carcinogenic chemicals with almost certain harm” (pp. 217 & 228). 

This all-or-none approach seems to be taken despite well-documented hormesis effects 

of some chemicals when a small exposure actually triggers a beneficial effect. For 

example, MacGregor, Slovic and Malmfors reported “…people reserve the term 

‘exposure’ for substantial contact or contact sufficient to cause cancer” (1999, p. 653). 

Consequently a fundamental variable in traditional risk assessment does not seem to 

find footing in public risk perception algorithms.  

Weinstein (1988) when studying public sensitivity to chemicals in food, found an 

early example of this principle. When people were asked to respond to, “When some 

chemical is discovered in food, I don’t want to hear statistics; I just want to know if it’s 

dangerous or not,” Weinstein elicited strong agreement from 62 percent of respondents 

and moderate agreement from 21.6 percent of the respondents. Weinstein’s findings 

were supported by Kraus et al. (1992) who argued, “even a minute amount of a toxic 

substance in one’s food will be seen as imparting toxicity to the food; any amount of 

carcinogenic substance will impart carcinogenicity, etc.” (Kraus et al., 1992, p. 229). 

Evidence like this lead MacGregor, Slovic and Malmfors (1999) to conclude 

“…somewhat subtle changes in how the concept of exposure is conceptualized and 

communicated evokes very different inferences about its meaning” (p. 652). These 

examples demonstrate the sensitivity and need for a careful strategy when 

communicating to the public about these concepts.  
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7.2.2. Mini-Max or Maxi-Min Effects: Low probability-high consequence 

bias 

 

The mini-max and maxi-min theorems refer to a phenomenon whereby low-

probability, high-consequences events are given more attention than the scientific data 

supports. As an example, “To employ a mathematical analogy, we can say that 

although the risk of extinction may be fractional, the stake is, humanly speaking, infinite, 

and a fraction of infinity is still infinity” (Schell, 1982). Schell, using the example of 

nuclear war, illustrates how people ignore probability assessment and focus exclusively 

on the potential impacts. 

The public seems particularly vulnerable to the maxi-min or mini-max bias 

(Berube, 2000). In these cases, low-probability, high-consequence events are 

exaggerated where public perception is heavily weighted in favor of catastrophic 

accidents, such as the search for the Higgs boson (dubbed the God Particle) that could 

produce an earth-destroying black hole (Overbye, 2008). (This event did not occur when 

the Cern Hadron Collider was first engaged in September 2008). This phenomenon, 

among others, such as the Drexler-driven nanotechnology “gray goo” scenario, has 

been associated with probability neglect whereby the public focuses on the worst-case 

scenario.  

“This is largely due to news media coverage, which gives infinitely more attention 

to low-probability and high-consequence events than to frequently occurring, 

unspectacular or even undetectable events which accumulatively do much more 

damage to human health” (Cohen, 1985, p. 2). The consequences lead “citizens…to 

support expensive preventative measures, however remote the risk and however cost-

ineffective the abatement procedures” (Kahan, Slovic, Braman, & Gastil, 2006, p. 1077).  

Policies driven by the consideration of low risk probabilities will, on 

the whole, lead to low investment strategies to prevent a hazard 

from being realized or to mitigate the hazard’s consequences. By 

comparison, policies driven by the consideration of high 
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consequences, despite low probabilities, will lead to high levels of 

public investment (Nehnevajsa, 1984, p. 521).  

Ethical considerations that accompany exploiting low-probability, high-

consequence situations for private gain or public manipulation should be carefully 

deliberated and weighed.  

 

7.2.3. Rumor and fraud 

 

One of the most challenging research questions involving risk communication 

involves the intrinsic veracity of the risk information itself. This goes beyond whether the 

hazard or probabilities were correctly calculated. In fact, as shown below, studies have 

shown that rumors about risk affect behavior similarly to objectively validated risk 

information. 

Food, cancer, and poison are considered some of the most easily spread topics 

for rumors—especially if they involve children. For example, a controversial study, 

because of the ethical issues it raised, is Kapferer’s. His Villejuif food poisoning 

experiment involved leaving leaflets in public venues attesting to food poisoning 

(Kapferer, 1989). Smith (1990) claims that a researcher’s failure to inform research 

participants about their participation in a study and exposure to false information, as in 

the Kapferer study, violates the Code of Professional Ethics and Standards of the 

American Association for Public Opinion Research.  

According to Kapferer (1989), rumor research is difficult to conduct because of the 

boomerang effect. The boomerang effect, according to Kapferer (1990), occurs because 

“not only do they [warnings that the statement is not true] diffuse the rumor but they 

even fail to persuade those who learned it through denial” (p. 437). Nonetheless, the 

likelihood of the impotency of denials challenges how to ethically conduct rumor 

research. 

Though often described as mysterious, Kapferer (1990) has claimed that rumors 

follow logical mechanisms. Counter-intuitive research has found that opinion leaders 
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have a strong influence on a group and that they do not verify rumored information any 

more than non-opinion leaders. Although Shibutani (1966) has argued that education 

can moderate the effectiveness of rumors, Kapferer (1989) has disagreed, claiming an 

indifference to the influence of education on the dissemination of rumor.  

Addressing the power of rumor in risk communication remains important since risk 

communicators will be faced with deciding whether rumors should be denied or not. 

Within the nanotechnology industry, assumptions about a contagion scenario (whereby 

a negative experience with a product, amplified by the media, adversely affects the 

product and/or industry) have yet to be proven. 

 

7.2.4. Risk profile shifts 

 

When communicating risk information, individuals and groups can and will use 

different rhetorical devices. One such device is a “risk profile shift” (Berube, 2008a). 

In risk précis, each event or phenomenon is attributed a certain risk profile. This 

profile represents a composite of estimates of the degree of hazard. The degree of 

hazard is modified by dosage variables based on research data and by exposure 

variables often expressed as probabilities. Each type of nanoparticle has a specific risk 

profile. However, so does a chair, an automobile, or an oven. 

Usually an event or phenomenon belongs to a specific class or set of phenomena. 

Risk profile shifting occurs when the risk profile of one particular phenomenon in a class 

of phenomena is transferred to a different phenomenon within the same class. The 

acceptability of such a transfer is a function of the perceived homogeneity of the class 

from which the phenomenon was drawn. The more heterogeneous the class the higher 

the likelihood that the transference is invalid. An example of a risk profile shift occurred 

in a recent report by Friends of the Earth on sunscreens, and is described in detail by 

Berube (2008a). 

Risk profile shifting becomes a rhetorical device when people over-generalize and 

misattribute the risk profile of a more benign phenomenon to one that is more malignant 
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or vice versa. This misattribution may be due to personal or organizational intentions, 

ignorance, or interpretation differences. In general, this practice should be considered 

unethical because it spreads misinformation, usually to inexperts and publics with little 

to no expertise or background in science. Risk profile shifts also illustrate the need to 

vet information in science and technology more broadly and from all sources as it enters 

the public sphere. 

 

7.2.5. Power language 

 

Rhetorical flourishes as power language raise issues in risk communication. 

Richard Weaver (1953) described the powerful influence of words he called “God” and 

“devil” terms. In America, for example, “liberty” is a God term while “terrorism” is a devil 

term. When a risk communicator remarks: “We don’t need another ‘Frankenfood’ 

disaster!” he or she is attempting to transfer the negative valence of “Frankenfood” (a 

euphemism for genetically modified foods) to the subject at hand. In this illustration, 

“Frankenfood” functions as both a devil and charismatic term as it carries considerable 

imaginative power. Weaver defined charismatic terms as “terms of considerable 

potency whose referents it is virtually impossible to discover or to construct through 

imagination.” (227). Charismatic terms are assigned a socio-cultural and oftentimes 

political valence as well:  

As in the case with charismatic authority, where the populace 

gives the leader a power which can by no means be explained 

through his personal attributes, and permits him to use it 

effectively and even arrogantly, the charismatic term is given its 

load of impulsion without reference, and it functions by 

convention. The number of such terms is small in any one period, 

but they are perhaps the most efficacious terms of all (Weaver, 

1953, pp. 227-228). 
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For example, if a communicator links research on carbon nanotubes and 

mesothelioma with repeated references to asbestos, power language using a 

charismatic term is attempting to transfer and associate the negative valence of 

asbestos to carbon nanotubes. Charismatic terms are highly rhetorical and powerfully 

persuasive. They function heuristically, providing the most naïve audiences with a 

mental short cut to assigning meaning to a subject field about which they know very little 

and may not want to learn more. This phenomenon bespeaks the need for experts and 

critics to debunk overclaims and rhetorical flourishes that muddy public perception of 

risk. 

 

7.2.6. Risk hormesis 

 

Hormesis is the tendency of biological organisms to react favorably to lower 

exposures of materials that would prove harmful at higher dosages (e.g., botulinum 

toxin is commonly used in cosmetic operations). Hypothetically, some toxins may have 

a hormetic effect by inducing positive reactions in the body due to the stimulation of 

biological repair functions that respond to a higher level of threat than is actually 

present.  

The “contamination effect” is the belief that once an individual is exposed to a 

substance he or she is “contaminated” for life: once in contact, always in contact. For 

example, Slovic (1998) cites surveys that show very large percentages of the public 

believe that if one is even exposed to a carcinogenic chemical once, he or she is likely 

to get cancer some day. Three quarters of the population surveyed indicated that if even 

a tiny amount of a carcinogenic chemical is found in tap water, they would not drink it.  

Renn (2003) argues that the hormetic effect should be communicated to the public 

in risk messages thereby enhancing competence and trustworthiness of the source. 

Positive effects of some chemicals can be informative and offer guidance to designing 

risk communication messages. For example, exposure to low doses of certain 

carcinogenic chemicals may be beneficial to a large majority of people, though a small 
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portion of the population might be highly sensitive and experience negative effects. 

Maybe this is why naturally occurring nanoparticles to which we have been exposed for 

centuries do not seem to carry a significant EHS footprint. He argues that   

This calls for a continuous evaluation program. In particular, one 

needs to monitor public perception of risk, make a strong effort to 

collect and process public concerns and to make sure that all 

communication material is designed to meet public demands. This 

is particularly necessary in the case of hormesis, since all 

perceptive mechanisms imply a skeptical to negative 

predisposition toward making use of this theory in practical 

management decisions (Renn, 2003, p. 23). 

Toxicological hormesis, despite its controversial nature, may be useful in risk 

communication as a metaphorical concept. Risk hormesis as a metaphor is similar to 

the anchor heuristic (see Table 5); if presented with a little risk, the public will be more 

likely to accurately evaluate the potential for larger risks and less likely to blindly adopt 

more extreme information. Prompting a moderate amount of critical thought about minor 

risks could lead to the same critical thought being applied to greater possibilities for risk. 

This strategy, called the “inoculation effect,” has been validated in political campaign 

studies for decades (Pfau et al., 1990). This would, in effect, place the public in a similar 

position as the scientists, for scientists are required to evaluate all degrees of risk from 

minor to severe. Such a risk-hormetic effect may also explain why scientists tend to 

view risk differently than the public does. 

 

7.2.7. Risk homeostasis or risk compensation 

 

The theory of risk homeostasis hypothesizes that an individual has a built-in target 

level of acceptable risk that fluctuates around a set point (much like how temperature is 

regulated by a thermostat in a home) (Wilde, 1982; 2001). This set point varies between 

individuals. The theory of risk homeostasis provides a relative range of behaviors and is 
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not predictive of specific human behavior in all situations. “It would be foolish to think 

people never adjust their behavior in response to perceived risks, but a more productive 

approach is to try to determine the conditions under which this occurs” (O’Neill & 

Williams, 1998, p. 93).  

Peltzman (1975) reported evidence of people driving faster and less carefully 

when safety improvements are added to cars and trucks. Peltzman compared pre-

regulation and regulated periods and concluded that newly legislated vehicle 

manufacturing standards had not led to a reduction in highway death rates. Wilde 

(1984, 2001) has suggested that when a level of acceptable risks in one part of an 

individual's life changes, there is a counter-corresponding rise/drop in acceptable risk 

elsewhere for individuals and larger human systems (e.g., a population of drivers).  

Peltzman and Wilde’s theories have attracted criticism, especially conclusions 

regarding driving behavior (see O’Neill & Williams, 1998). While Evans and Graham 

(1991) state that Wilde’s theory commands as much credence as the flat earth 

hypothesis, this hyperbole conflates individual and population levels of risk homeostasis 

and offers little insight into why the data sets allow competing conclusions. 

Risk homeostasis has many implications. It may help to explain the popularity of 

such practices as gambling, frightening amusement park rides, high-speed driving, sky-

diving, etc., and may also explain that as society becomes safer there is a 

corresponding increase in risky behavior. Simply put, people are cognitively designed to 

deal with and respond to risk. Once outlets for response are closed, people find other 

ways to behave to maintain a balance of risk in our lives. 

 

7.2.8 Risk fatigue 

 

Exposure to risk messages matter. As members of the public become more 

overwhelmed with risk messages, they attend to fewer of them. Unfortunately, when 

they do pay attention, they attend to the wrong risks as well. Thus, the proliferation of 

risk messages has produced risk fatigue. According to Professor of Geography John 
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Adams from University College London, “risk fatigue” is a state of cynicism engendered 

by the popular media’s habit of sensationalizing every newly discovered virtual risk 

(Adams, unpublished work). Risk fatigue is "a general air of cynicism because scientists 

say one week that something is dangerous and a few weeks later they contradict 

themselves" (Blakemore, 2000). Risk fatigue is an important and potentially dangerous 

problem that should be considered in communication and engagement strategies. A 

classic illustration of this is the rhetoric associated with terrorist alerts. While we know 

there have been alerts and some know there is a color-coded risk ranking system, few 

people can explain what each color in the risk system means. Much like the donor who 

has received too many requests for her philanthropy, the public has been exposed to 

too many risk messages and is experiencing risk fatigue. 

Eckersley (2001) used the term “risk fatigue” when he addressed obesity issues in 

Australia.  

Health promotion campaigns are underestimating the social 

determinants of health, and "risk fatigue" is affecting attitudes to 

complying with healthy lifestyle standards…. When it comes to 

reducing risk behaviors and promoting healthier lifestyles, there is 

a real danger of causing "risk fatigue" by asking too much of 

people too often. 

According to the UK’s Food Standards Agency Executive Director Patrick Wall, 

some food-related incidents were left out of the European Union's White Paper on Food 

Safety (Commission 2000) because, "Consumers were showing signs of ‘risk fatigue’ in 

the face of messages that understandably could be interpreted as taking the joy out of 

eating" (See O’Sullivan, 2000). Jones also showed that meat consumption was related 

to publicized scares (consumption of meat products dropped in the mid-nineties but 

eventually recovered) and argued that over-reporting might have produced a fatigue 

that helped normalize consumption levels and that "[t]o some extent the public seems to 

be suffering from 'health risk fatigue' and consumption has recovered about half of the 

initial loss with low prices helping consumption to recover." 
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While individuals in industrial countries are enjoying greater health and longevity, 

the amount of analysis of risk is growing at an increasing rate. Critics are expressing the 

fear that people are developing risk fatigue and blaming scientists for this over-

production of risk.  

 

7.3 Summary and conclusions 

 

This section served to briefly address major research frameworks, communication 

design considerations, and future research directions on risk assessment and risk 

communication. This information should inform risk communication strategies. For 

example, it will be important to consider the role of fatigue when generating risk-related 

messages; one good message will probably trump a dozen weaker messages. Finally, 

issues of how to deal with counter messages that involve risk profile shifts or that are 

heavily laden with power language will also need to be addressed.  
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Section 8.      Recommendations 

 

The following is a risk communication algorithm that serves as an organizing 

structure for understanding factors and theories about risk perception and 

communication theory. To illustrate this algorithm, we have used the following risk 

communication model as a way of illustrating how to improve communication between 

expert and inexpert audiences.  

 

8.1.     Prevailing methodologies 

 

There are three ways to deal with the current shortcomings of risk communication 

about emerging technologies, especially nanotechnology.  

 We can leave risk communication to public relations and marketing experts. 

As they generally come to the subject after the fact to deal with a crisis or 

catastrophe, this approach does little to support goals of proactive 

participation and engagement.  

 We can leave science and engineering to scientists and engineers and risk 

communication to risk communicators. While this approach may initially be 

appealing, there are not enough qualified professional risk communicators to 

cover the subject field and some communication contexts—like science to 

media—may benefit from technical input.  

 Experts, including scientists, engineers, and policymakers, need a basic 

understanding and skill set to increase their effectiveness when 

communicating risk to the media and the public.  

Using the third approach, developing a basic skill set for scientists, engineers, and 

policymakers begins with re-examining an algorithm for communicating risk: Risk ← 

Hazard (Exposure + Dose) that, as mentioned earlier, may not be adequate when 

addressing dosage, hazard, and exposure variables, especially given the paucity of 

quantitative values for hazards as loss of privacy and technological prejudice.  
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A competing algorithm was introduced by Sandman: Risk ← Hazard + Outrage. 

While Sandman’s algorithm makes the case that for members of the public, their 

determinations of risk ignore probability for other variables. Shortcomings to Sandman’s 

algorithm include not distinguishing between technical and public audiences and not 

covering the breadth of variables about which the public is preoccupied. 

 

8.2.     A new risk communication algorithm 

 

As an exercise, we are offering the following algorithm as an alternative to other 

risk algorithms in use today: 

 
med(Ev1 + Ev2 + … Evn) med(P1 + P2 + … Pn)     

Risk ←  ______________________________________   I 
     T   

 

Ev = event, P = probability, I = information, and T = trust. 

Ev: An event can have either a positive or negative valence. Estimates for event 

instant valences range from 0 1, with 0.5 being a hazard-neutral event and we use 

the median value rather than the mean.  

P: is a function of exposure and dosage. Its estimated values range from 0  1, 

where 0.5 describes a random occurrence and we use the median value as well.  

We chose median value because it would exclude outlier scenarios and estimates 

since oftentimes they are maxi-min phenomena. For example, CERN’s large Hadron 

collider scenario is a classic illustration of why it is important to use median rather than 

mean estimates. Lederman and other physicists refer to the theoretical Higgs boson 

particle as the God particle because its discovery would lead to the unification of many 

disparate particle physics theories and a plethora of discoveries that could redefine and 

change life as we know it. Others, as mentioned earlier, warn that as the collider 

searches for the God particle it may at the same time generate micro black holes and 

strangelets that could doom the planet, if not the universe. Both the positive and 
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negative claims carry such a high valence with infinity or near infinity as a value, that 

any probability estimate is impossible. 

I: Information includes all data introduced by individual(s) and groups whether 

mediated or not. An assumption is made that the media will moderate data with media-

generated source credibility values (a trust-like variable that can be different from public 

source trust). Fear is a public information variable that is brought to the event by the 

public. Fear is affected by outrage to the event and stigma, an event category media-

amplified emotive response, most often associated with affected populations. Both of 

these tend to be highly specific to the event. Dread is viewed as an emotive response to 

the interplay between outrage and stigma. A value of 0 for I would describe an 

unreported risk event and an event instant without any risk apprehension, hence no risk 

event. 

T: Trust is used as source trust and is a public variable that moderates the fear the 

public brings to the event. A value of 0 would describe total distrust in the source of 

information. A value of 1 would describe total trust and truth. 

Codicils: 

1. For purposes of simplicity, positive values ranging from 0 to 1 are used. 

2. Event rather than hazard as a variable was used to compensate for the negative 

valence associated with hazard and to return benefits to the risk algorithm to 

support comparative risk communication. 

 

8.3       A new risk communication metaphor 

 

Education research has shown that one of the more effective ways of introducing 

complex concepts to novice audiences is through metaphors. When dealing with 

inexpert audiences, it is fortuitous to design links between known events and unknown 

ones and that is accomplished with metaphors and other imagery. The following 

metaphor was designed to help experts and decision makers communicate complicated 
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risk communication concepts to inexpert audiences. It is only a working metaphor and a 

tool.  

The following example of auto racing and the speedway will illustrate the utility of 

this approach.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

AGENTS:  Who and what they are. Many people and objects are involved in a race 

and they have certain roles much like the many roles played by those who generate and 

encode messages as well as the channels involved. 

Announcers:  Traditional media. 
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The announcers call the events of the race for the benefit of the spectators 

(public). The announcers frame the race using a traditional broadcast format. Another 

type of framing involves the announcers’ choice of commentary. 

Crew:  Risk communicators. 

Individuals involved in communicating risk, who are represented by the crew, help 

to assess and determine whether a car (message) can withstand the turmoil of a race. A 

good crew should be able to spot weaknesses in a car and be able to make the 

necessary adjustments to ensure that a particular car is the focus of the spectators 

(public). The crew often assists in maintaining the car during the race, thus helping to 

keep it safe on the racetrack. In addition, the crew is often guided by the Crew Chief.  

Crew Chief:  Professional risk communicators. 

The Crew Chiefs are the foremen of the risk communication staff and in charge of 

the car (message), mechanical crew (risk communicators), and their choice of 

operations. The Crew Chief is an important leader because he communicates directly 

with the drivers (sources of information) and other crew members (risk communicators). 

The Crew Chief takes control of the situation and should be alert to all aspects of the 

race. The Crew Chief makes strategic decisions about the course a racecar should take 

and it is also the Crew Chief who articulates to the crew any desired changes in the car. 

Drivers:  Sources of Information. 

Risk communication begins with the encoding of the message and the ongoing 

refinement of it as well. In this metaphor, racecar drivers are equivalent to the entities 

that investigate risk and create messages to be disseminated to the public. These 

sources of information can be viewed as four “racing teams” (represented by their cars’ 

team colors). They are: 

 Academic scientists, 

 Government reports,  

 Industry/Marketing/Insurance, and 

 Non-governmental organizations. 
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In the racing world, drivers are usually supported by particular products/companies 

typified by graphic advertisements. These companies would like to see their car and 

driver win the race because that car and driver will be the focus of the media and most 

salient to the audience (public). Similarly, in the world of risk communication, there is 

competition between groups to produce the most powerful and salient messages to be 

disseminated to the public. In addition, drivers fine tune the message when they make 

decisions behind the wheel.  

Racecars:  Messages driven by sources of information. 

This model represents racecars as the combination of data and information 

provided by the source. This includes the way information is framed and disseminated 

by risk communicators and the media. In short, the racecars represent risk messages 

presented to the public. All race cars are not alike as all messages are not alike. Some 

are designed and built better than others, as are risk messages. 

Emergency Medical Technicians:  Crisis communicators. 

Once racecars have crashed (messages have spun out of control) the ambulance 

(crisis communicators) jumps into action to help get the situation back on track. The 

EMTs have to work to repair driver injuries (source) and provide the spectators (the 

public) with a sense that the situation is being handled expertly and efficiently.  

Grandstand spectators:  The public. 

The spectators in the grandstands represent members of the general public who 

consume the information they are provided. They do not generate information per se. 

They pay attention to the racecars on the track but are not often as concerned about the 

inner workings of the track or the sources of information (drivers). Their main concern is 

the interplay of cars (messages) and which car wins the race (the message the public 

will accept). 

Infield spectators:  Digital media. 

The infield spectators are very enthusiastic characters in the race. Like the 

grandstand spectators, the infield spectators represent the public. However, because of 

their enthusiasm, these spectators are more involved in viewing the outcome of the 
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race. They may have their own opinions of the events and the final turnout. They may 

voice these opinions (new media production and sharing) before, during, and after to 

fellow fans of the race. There are over 38,000 hits in Technorati of blogs related to 

NASCAR and some infield spectators web-broadcast during the races. 

Race officials:  Policy makers. 

The race officials declare the winner of the race (particular message focused on by 

the public) but are not involved during the race or determine the path of the cars 

(messages). They decide what happens to the cars during and at the end of the race 

with rules and flags. If the race officials declare a car the winner, this is similar to 

enacting public policy according to a particular winning risk message. Winning is the 

first finisher of the race, the car and driver that the spectators (public) sees as the best. 

Speedway:  Paths or channels that messages take. 

Just as the racecar track changes, so do situations in risk communication. The 

track is neither linear nor a perfect circle and what happens to the course of the car 

(message) is never wholly predictable. In addition, part of the track is preferred. It is 

called the groove and is the best route around a race track (see avoiding over- and 

under-steering). Collisions with other vehicles, spin-outs, penalties, and race officials 

(see below for comparisons) all influence the final outcome of the race or what happens 

to the risk message.  

ACTS:  What they do. Here are some activities that can be found during a race 

and descriptions of what the various agents do under these circumstances. 

Advertisements on cars:  Static. 

The advertisements are important to various groups (sources) supporting the race 

but they contribute little to the cars (messages) and the paths taken in the race. 

However, they are effective in team building since cars with the same advertisements 

often are on the same team. Some advertisements are larger and glitzier than others. 

Messages can be festooned with all the bells and whistles associated with public 

relations, but risk communication has a deeper character than simply marketing 

messages and a poorly designed message dressed up will have little long-term effect.  
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Pace Car lap:  Attenuation. 

Sometimes, prior to a crash or following a crash, a yellow flag is waved by the race 

officials (policy makers) signifying the arrival of the Pace Car. The Pace Car drives 

around the track so that the cars slow down. This is similar to attenuators slowing down 

a message. This also makes the race less exciting and the spectators (public) are not 

as concerned with the activities of the cars (risk message). 

Pile-up:  Amplification scenario. 

In a pile-up one car causes crashes involving cars immediately following it. 

Sometimes a poorly designed risk communication message can cause more problems. 

Racecars crashing (messages collapsing or getting out of hand) can produce an 

emergency situation. 

Staggering the start/pole positioning:  Presumptive credibility. 

When the race starts, all of the cars simply cannot fit in the first row. As such, they 

are staggered. This is not a random exercise but the product of qualifying procedures. 

The best performing drivers in the qualifying laps are like messages involving higher 

degrees of trust and are consistent with values the public already hold true. 

AGENCY:  How they do it. These are choices drivers make to improve their 

overall performance. 

Avoiding over- and under-steering:  Risk communication training. 

The driver would like to stay in the groove to avoid over- and under-steering. 

There are many principles associated with risk communication that have been gleaned 

from previous experience. These errors need to be avoided as do over- and under-

steering in a race. 

Backing out/dropping the hammer:  Responding and rebuttal. 

Backing out refers to slowing down while dropping the hammer involves full 

acceleration sometimes referred to as “on the throttle.” Some messages involve denial 

and rejection while others are much more aggressive and part of a vibrant campaign. 

Risk communication messages have a velocity and intensity of their own and risk 
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communication can adjust the velocity and intensity of the messages to produce the 

most effective results.  

Blocking:  Inoculation. 

If there are multiple messages competing for public attention, this is the practice of 

one risk communicator preventing others from getting as much attention, if any attention 

at all, by anchoring public perception more positively.  

Bump-draft:  Priming. 

A bump draft places cars really close to one another and actually pushes the front 

car. This makes both or several cars move faster, but can be very dangerous when cars 

spin out of control. This concept is similar to framing or agenda setting because sources 

can change a message so that it is picked up by the media more readily and moves 

more quickly to the public. In some instance, poorly designed priming can be 

counterproductive.  

Drafting:  Transference. 

When the cars are jockeying for position, cars will “draft” behind another. A “draft” 

refers to a gap in air currents left in the wake of a vehicle traveling at high speeds. 

When another racecar gets closer to the racecar in front of it, it faces much less wind 

resistance while in the “draft” of the car ahead of it. When one message is relying on the 

success of the message preceding it (anchoring), it transfers credibility and other 

features (trust) to the car (message) that is drafting.  

Holding up traffic:  Social cascade. 

This term refers to a driver who purposefully causes cars running faster on the 

track to slow. In this instance, the driver manipulates the pace for strategic reasons 

much like a risk communicator. Oftentimes the amplification surrounding a hazard event 

needs to be slowed down sufficiently to reduce the likelihood of a social cascade or 

moral panic. Attenuation is most effective if the pace of some of the messages can be 

slowed. 

Hole shot:  Tactical response. 
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This term in speedway racing refers to finding an opening and shooting through 

the opening before opposing drivers can react. In risk communication, it can refer to 

taking full advantage of a break in the battery of the messages.  

Inside and outside grooves:  Case/client-specific campaign. 

While the part of the track that is preferred is called the groove and for most 

everyone is the best route around a racetrack, there are some exceptions. The "high 

groove" takes a car closer to the outside wall for most of a lap. The "low groove" takes a 

car closer to the apron than the outside wall. Sometimes a car will handle and perform 

better on the outside or inside line and a driver opts not to use the optimum groove. 

Different drivers and different racecars perform differently on different grooves and 

during different parts of the race drivers search different grooves for different purposes. 

This can refer to the tuning of a risk communication campaign to fit the specific needs of 

the moment and the client. 

Motoring:  Trust building. 

When a driver is using the racecar in a prudent and wise fashion and not 

demanding more of the car than it can perform, this is called motoring. This can refer to 

the efforts to maintain ongoing high levels of trust through transparency and public 

engagement. 

Sandbagging versus going “flat out”:  Strategic argumentation. 

In the first situation, the driver allegedly fails to drive a car to its full potential in 

practice or qualifying, thus being able to provide a "surprise" for competitors during a 

race. In going “flat out” the driver attempts to get his racecar to perform at its highest 

efficiency. The velocity of the risk communication campaign is determined tactically. 

Sometimes you need to hold you best argument for the end of the campaign while at 

other times you put the “pedal to the metal.” 

Wedge and weight jacking:  Tactical argumentation.  

The crew gets to fine tune the racecars. These two techniques of many involve 

improving performance by modification. Wedge or bite involves the adjusting of car-
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jacking screws found on each wheel. This weight jacking redistributes the car’s weight 

at each wheel and affects performance positively.  

OTHER:  Support systems.  

Parade lap:  Pre-testing methodologies. 

The warm-up lap before a race is the parade lap. Drivers use this lap to warm up 

their engines and often zigzag to warm up tires. In risk communication this is akin to the 

use of focus groups to test messages before they are released. 

Pit board:  Continuous input/output. 

A board used by crews to inform drivers of lap times, lap until pit, and other 

various bits of information. The board is used along with team radios to keep in constant 

communication. This racing term emphasizes the need for continuous communication 

between those soliciting risk communication and those who craft it. The alternative has 

generally been to wait until a crisis and then call in a crisis communicator. This practice 

is hardly painless for all involved. While you might leave risk communication to 

professional risk communicators, you should expect them to maintain communication 

with you. 

Racer’s tape:  Quick fix. 

Heavy duty duct tape (usually gray) used to temporarily repair hanging body parts, 

which might hinder aerodynamic features and decrease performance. This resembles 

the quick fixes often used by crisis communicators to correct for particularly egregious 

problems that result from a failed attempt by an inexperienced communicator, which 

only worsened the risk communication situation. 

Programs, fan events, etc.:  Ongoing public engagement. 

There are programs and brochures. There are pre-race exhibits, lectures, and 

classes to better enjoy the racing experience. There are fan clubs, auto shows, and 

special events, like the Stock Car Racing Fan Fests, where the public meets the drivers 

and sees the racecars up close. All of these events are similar to exercises in public 

engagement. By providing some information and access to the drivers and others 
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associated with the racing event, the public better understands what is happening and 

enjoys the event. 

Codicils: 

1. There are many varieties of auto racing and this metaphor does not refer to any 

specific league of racing. 

2. Though critics may think an auto racing metaphor is too male oriented, this 

sentiment is inaccurate. In NASCAR for example, female fans now comprise 40 

percent of the fan base and half of its new fans according to 2006 Nielson survey. 

Furthermore, the number of female drivers is growing in all leagues of auto racing 

especially after the success of the Indy Racing League's Danica Patrick and Milka 

Duno as well as many others. 

Discussion: No metaphor is perfect but this metaphor is useful because of the 

strong connection between drivers (sources of information) the crew (risk 

communicators), and spectators (the public). If people can understand how important 

the crew is to the success of the race, they can also begin to understand the importance 

of risk communicators in determining the path and success of risk messages.  

 

8.4.     Some directions for future research 

 

After an extensive review of the literature, we note the following areas as 

research-appropriate. While we will consider work in these areas, we hope others will as 

well. 

 

8.4.1.     Risk and morbidity 

 

We noted that too much of the literature has fixated on mortality data in 

establishing hazard and risk variables. While some have studied impacts from acute 

versus chronic exposures to chemicals, few have considered how the public rationalizes 

threats leading to long-term morbidity. Injury- and disability-related safety and health 
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concerns can outweigh end-of-life considerations under some circumstances. We sense 

that the public suffers from morbidity neglect and may fail to consider the true value of 

hazards that do not impact mortality directly.  

 

8.4.2.      Axiologies and belief structures 

 

We have barely skimmed the surface of the role belief structures may play in 

forthcoming debates over applied nanoscience. Issues associated with fertility, 

contraception, stem cells, and a range of nanobiotechnology and synthetic biology 

developments may tap religious sensibilities and belief structures (Scheufele & 

Brossard, 2008). In persuasion, debunking or rebutting a belief-based argument is 

challenging. We sense that as the nano-bio interface becomes more prominent we can 

expect more faith-based challenges to applied nanoscience as more belief structures 

concerns enter the arena of societal issues. Axiologies are complex web-like structures 

that affect how values are built and sustained. Just as it is extremely difficult to convert 

a devotee from one religion to another, it may be equally difficult to affect perceptions 

drawn from warrants based on belief. 

 

8.4.3.     The “Big Sort” and risk maps 

 

In two recent books, Richard Florida (2008) and Bill Bishop (2008) argue that the 

American public is increasingly forming concentrated communities with similar opinions, 

interests, and perceptions. While this theory may need to be re-examined following the 

national election in 2008, there is much to this concept worth exploration. The “Big Sort” 

theory contrasts selected likeness to a vision of a more generally heterogeneous 

landscape of American opinion evenly distributed across the country. The attraction of 

like-minded individuals to communities creates a positive feedback loop in which 

scaffolding of large bases of support lead to amplifications of opinions. Thus, as time 

proceeds these communities not only could become denser with like-minded individuals 
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but more extreme in the directionality of their views. This understanding might assist us 

in designing risk maps (Stone, 2001; Stoffle & Stone, 1991) appropriate for broader 

concepts such as emerging technologies. 

 

8.4.5.    Digital media and crises 

 

Do people turn to digital media in crisis situations? There is strong evidence that 

digital media was especially important during three recent disaster events: the terrorist 

attacks during September 2001, the 2004 Southeast Asian tsunami, and the Gulf Coast 

floods during Hurricane Katrina in 2005, when traditional media fell far short of needs 

and expectations. We have learned that some web portals experienced much more 

traffic than others. Chat rooms were particularly powerful communication channels as 

well. During the May 2008 devastation of Myanmar by Cyclone Nargis and the August 

2008 crackdown by China on Tibetan monks, data on these events were restricted by 

officials from Myanmar and China who closed down digital media sites as well as 

restricted physical access to these events. As such digital media have become a 

powerful tool in the management of public opinion. 

Public engagement must serve a function beyond checking off a box on a grant 

application. If the goal of public engagement is democratic participation, we may need 

new models. We may also need new models if the goal of public engagement is to 

affect opinions by group opinion leaders. If the goals are to test whether discussion and 

debate in a controlled setting can affect opinion or to build trust, we can remain with the 

public engagement models we have today. 

The public sphere has flattened with the onset of digital media. Opinion leaders 

are neither solely white landowners nor elected or appointed officials. Sometimes they 

are media celebrities, or at other times complete unknowns who quickly rise to 

prominence and then disappear from the scene entirely. Digital media has changed how 

the public experiences events in science and technology as well as other subject fields. 

As Generations X and Y become policy makers, the sources of their information and 
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many other salient and exigent variables about the digital media they favor will become 

more important. 

Digital media is an important variable in all communication, especially disaster 

event driven communication, and deserves serious attention in risk communication 

research in the current decade. Given the trends toward Internet and social media as 

primary sources for information of all sorts, including information on health and safety, 

debates over nanotechnology will draw from these sources for backing and claims. 

Indeed, as nanotechnology makes more inroads onto the market in the fields of 

medicine and health, energy production and efficiency, and food production and safety, 

the inexpert audiences, the general public, will find arguments in the world of digital 

media rather than on more traditional media, such as newspapers and television. 

Governments and industries are making their presence known on web sites. Some 

have had the foresight to utilize the resources of social media to market their ideas and 

products and as a platform for public engagement. Risk communication will demand a 

strong and vibrant relationship with digital media to be effective in the 21st century. 
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Appendix A 

Reading list on risk communication 
 

The following three books are artifacts in risk communication. They can be read to 
understand the developments in the field. The second set of readings below is 
recommended. 
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Lundgren, R.E., and McMakin, A.H. (2004). Risk Communication: A Handbook for 
Communicating Environmental, Safety, and Health Risks. Columbus, OH: Battelle 
Press. 

This is an undergraduate textbook for a risk communication class. It examines risk 
communication and provides useful information and recommendations. Berube 
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Education. Washington, DC: National Academies Press.Prepublication Copy. 
Uncorrected Proofs. 
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